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Foreword

Biology inspires - Diversity matters

Never before has biology been such an inspira-
tion for innovations. Today, the vast majority of 
engineers and materials scientists are aware of 
this source of  ideas for technological develop-
ments. However, since the functionality of bio-
logical systems is often based on their extreme 
complexity, there are not very many examples 
of  successfully  implemented  ideas  in modern 
technology. For this reason, Bioinspiration, Bio-
mimetics,  and  Bioreplication  require  not  only 
intense  experimental  research  in  the  field  of 
biology,  but  also  an  abstraction  strategy  for 
extracting  essential  features  responsible  for  a 
particular  function  of  a  biological  system. 
Therefore,  before  transferring  biological  prin-
ciples into technology, we must recognize and 
distinguish these principles from among a tre-
mendous  biological  complexity.  There  are 
several approaches to deal with this problem. 

The first approach is a classical biological one, 
where one particular functional system is com-
paratively studied in various organisms. In this 
case,  we  can  potentially  recognize  the  same 
functional  solutions  having  evolved  several 
times, independently, in the evolution of differ-
ent groups of organisms. Additionally, we obtain 
information  about  the  diversity  of  solutions. 
Such  a  comparative  approach  is  time  consum-
ing, but may be very effective for Bioinspiration 
later leading to Biomimetics and Bioreplication.

The second approach deals with the concept 
of  the  model  organism.  Here,  instead  of  the 
diversity  of  organisms  studied  by  one  or  two 

methods,  different  methods  can  be  applied  to 
one particular organism/system. This approach 
aids in revealing broad and detailed information 
about  structure-function  relationships  in  one 
system. 

Unfortunately,  not  just  any  kind  of  experi-
ments can be performed with biological systems. 
A  third  approach  relies  on  theoretical  and 
numerical  modeling.  By  doing  virtual  experi-
ments,  we  can  gradually  improve  our  knowl-
edge about a biological system and explore it in 
a much wider range of experimental conditions, 
as  would  be  possible  with  the  real  biological 
system.  Additionally,  sometimes  there  is  the 
possibility  of  mimicking  the  biological  system 
into an artificial but partially real model, keeping 
some essential features of the biological original 
and then performing experiments with this arti-
ficial  imitation.  This  is  the  fourth  approach, 
which usually leads to a generation of the first 
laboratory prototypes that can later be used for 
further  industrial  developments.  The  latter 
approach has a strong link to Biomimetics.

The present book reports on a broad diver-
sity of biological systems and their biomimetic 
systems studied using various combinations of 
the approaches mentioned above. The chapters 
have been written by prominent  specialists  in 
materials  science,  engineering,  optics,  surface 
science,  computation,  etc.  Their  correlation 
stems from the idea of solving old problems by 
applying new ideas taken from biology. Readers 
will enjoy the great creativity of the authors in 
making  links  between  biological  observations 
and  technological  implementations. This book 
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can  not  only  inspire  engineers with  countless 
ideas  reported  therein,  but  also  biologists  to 
further explore biology. A wonderful example of 
modern science without boundaries!

Stanislav N. Gorb,
Functional Morphology and Biomechanics 

Group, Zoological Institute,
University of Kiel, Germany

 



Preface

“Look, Ma! I am flying!” Flapping arms stretched 
sideways and weaving a zigzag while running 
down the sidewalk, many a child has imagined 
soaring  in  air  like  a  bird. Not  only  have most 
of  us  pretended  as  children  that we  could fly, 
from times immemorial adults have looked up 
at flying birds with envy.  If humans could fly, 
they could swoop down on enemies and wooly 
mammoths alike. And how free would they be, 
unshackled from the ground. 

Greek mythology provides numerous exam-
ples of our eagerness to fly. Krios Khrysomal-
los was a fabulous, flying, golden-fleeced ram. 
He was sent by the nymph Nemphale to rescue 
her children Phrixos and Helle when they were 
about to be sacrificed to the gods. The rescuer 
went on to become the constellation Aries. The 
Drakones of Medea were a pair of winged ser-
pents harnessed to her flying chariot. Pegasus, 
the thundering winged horse of Zeus, was the 
offspring of Poseidon and the gorgon Medusa. 
When  Pegasus  died,  Zeus  transformed  him 
into  a  constellation. But  the  classical  example 
of a flying human is that of Icarus, who escaped 
from  a  Cretan  prison  using  wings  of  feather 
and  wax.  Exhilarated  with  freedom,  he  flew 
too close to the sun––and perished because his 
wings  melted,  inspiring  poets  and  engineers 
alike.

Leonardo Da Vinci (1452–1519) was probably 
the  first  historic  individual  who  attempted  an 
engineering  approach  to  flying.  A  student  of 
avian flight, he conjured up several mechanical 
contraptions, some practical, others not. As pro-
fessors, neither of us can ignore the legend that 
he  attached  wings  to  the  arms  of  one  of  his 

(graduate?) students, who took off from Mt. Ceceri, 
but crashed and broke a leg.

Three  centuries  later, mechanical  flight was 
demonstrated by Sir George Cayley (1773–1857). 
He made a glider that actually flew––without a 
pilot. Orville and Wilbur Wright are credited as 
the first people to successfully fly an aeroplane 
with a person onboard, on December 17, 1903. 
Today flying has progressed far beyond dreams 
and myths  into  the quotidian, so much so  that 
with  perfunctory  apologies  incompetently  run 
airlines routinely deprive numerous passengers 
of their own beds.

The development of powered flying machines 
that was inspired by birds in self-powered flight 
is  an  excellent  example  of  bioinspiration.  But 
there  are  significant differences:  aeroplanes do 
not flap their wings, and the tails of birds do not 
have vertical stabilizers. Although very close to 
the dreams of Leonardo da Vinci, hang gliders 
too  have  fixed  wings.  Helicopters,  also  antici-
pated by the Renaissance genius, are rotorcraft 
completely unlike birds. 

The  goal  in  bioinspiration  is  to  reproduce  a 
biological  function  but  not  necessarily  the  bio-
logical structure. Our history is marked by numer-
ous  approaches  to  the  solution  of  engineering 
problems based on solutions from nature. All of 
these approaches are progressions along the same 
line  of  thought:  Engineered  Biomimicry,  which 
encompasses  bioinspiration,  biomimetics,  and 
bioreplication.

Biomimetics is the replication of the functional-
ity  of  a  biological  structure  by  approximately 
reproducing an essential feature of that structure 
A terrific example is the hook-and-loop structure 
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of  Velcro  coming  from  the  hooked  barbs  on  a 
burdock seed. When an animal brushes against 
the  seed,  the  hooks  attach  into  the  fur  of  the 
animal  and  the  seed  is  carried along until  it  is 
either pulled off or drops out of the fur. Velcro 
often  replaces  traditional  fasteners  in  apparel 
and footwear.

Bioreplication  is  the  direct  replication  of  a 
structure  found  in  natural  organisms,  and 
thereby aims at copying one or more function-
alities. To date, there are no commercial biorep-
licated devices, but engineers have been able to 
replicate structures such as the compound eyes 
of  insects,  the  wings  of  butterflies,  and  the 
elytrons of beetles. Having emerged only within 
the last decade with the spread of nanofabrica-
tion techniques, bioreplication is in its infancy.

Engineered systems are rapidly gaining com-
plexity, which makes it difficult to design, fabri-
cate,  test,  reliably  operate,  repair,  reconfigure, 
and  recycle  them.  But  elegant,  simple,  and 
optimal  solutions  may  often  exist  in  nature. 
Although not ignored in the past, solutions from 
nature––especially from the realm of biology––
are  being  increasingly  taught,  emulated,  and 
enhanced. “Biology is the future of engineering” 
is  a  refrain  commonplace  in  engineering  col-
leges today.

The  ongoing  rise  of  engineered  biomimicry 
in research communities has encouraged a few 
specialist conferences, new journals, and special 
issues of existing  journals. Very few technosci-
entific  books  have  been  published,  in  part 
because  of  the  multi-disciplinarity  innate  in 
engineered biomimicry. Following three special-
ist  conferences  organized by  both  of  us under 
the aegis of SPIE, we decided to edit a techno-
scientific  book  that would  expose  the  richness 
of  this  approach.  Colleagues  handsomely 
responded to our requests  to write representa-
tive chapters that would at once be didactic and 
expose the state of the art. The result is the book 
entitled Engineered Biomimicry.

The reader may expect this book to be divided 
into  three  parts  of  engineered  biomimicry––

namely, bioinspiration, biomimetics, and biorep-
lication.  But  the  boundaries  are  not  always 
evident  at  research  frontiers  to  permit  a  neat 
division,  and  the  progression  from  bioinspira-
tion  to  biomimetics  to  bioreplication  has  been 
followed loosely by us. 

The book begins with an introductory article 
entitled  “The world’s  top  Olympians” written 
by  H.  Donald  Wolpert  (Bio-Optics,  Inc.).  The 
overview of the amazing capabilities of insects, 
birds, and other animals by Wolpert is bound to 
inspire  researchers  to  emulate  natural  mecha-
nisms and functionalities in industrial contexts.

Six chapters are more or less devoted to bioin-
spiration. Thamira Hindo and Shantanu Chakra-
bartty (Michigan State University) have entitled 
their chapter “Noise exploitation and adaptation 
in neuromorphic sensors”. They describe several 
important  principles  of  noise  exploitation  and 
adaptation observed in neurobiology, and show 
that these principles can be systematically used 
for  designing  neuromorphic  sensors.  In  the 
chapter  “Biomimetic  hard  materials”,  Moham-
mad  Mirkhalaf,  Deju  Zhu,  and  Francois  Bar-
thelat  (McGill  University)  state  and  exemplify 
that  a  very  attractive  combination  of  stiffness, 
strength,  and  toughness  can  be  achieved  by 
using several staggered structures. The proper-
ties  and  characteristics  of  ionic-biopolymer/
metal nano-composites for exploitation as biomi-
metic  multi-functional  distributed  nanoactua-
tors, nanosensors, nanotransducers, and artificial 
muscles  are  presented  in  “Muscular  biopoly-
mers”  by  Mohsen  Shahinpoor  (University  of 
Maine). Princeton Carter and Narayan Bhattarai 
(North Carolina A&T State University)  discuss 
scaffolding  in  tissue engineering and  regenera-
tive  medicine  in  “Bioscaffolds:  fabrication  and 
performance”. Biomimicry within the context of 
the core mechanisms of  the biological response 
to materials in vivo is discussed in “Surface mod-
ification for biocompatibility” by Erwin A. Vogler 
(Pennsylvania State University).  In a departure 
from materials science to computer science, the 
chapter “Evolutionary computation and genetic 
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programming” by Wolfgang Banzhaf (Memorial 
University of Newfoundland) is focused on  evo-
lutionary  computation––in  particular,  genetic 
programming––which  draws  inspiration  from 
the discipline of evolutionary biology.

Eight  chapters  form a group on biomimetics. 
Steven F. Barrett and Cameron H. G. Wright (Uni-
versity  of Wyoming)  discuss  the  strengths  and 
weaknesses of vision sensors based on the vision 
systems of both mammals and insects, and present 
guidelines  for  designing  such  sensors  in  their 
chapter entitled “Biomimetic vision sensors”. The 
distinguishing  features  of  biomimetic  robotics 
and  facilitating  technologies  are  discussed  by 
Ranjan Vepa (Queen Mary College, University of 
London)  in  “Biomimetic  robotics”.  Man-made 
microflyers  are  described  in  the  chapter  “Bio-
inspired  and  biomimetic  microflyers”  of  Jayant 
Sirohi (University of Texas at Austin). Also related 
to mechanical  flight,  the  chapter  “Flight  control 
using  biomimetic  optical  sensors”  by  Javaan  
S.  Chahl  (University  of  South  Australia)  and 
Akiko Mizutani  (Odonatrix Pty Ltd.)  reports on 
flight  trials  of  insect-inspired  maneuvers  by 
unmanned  aerial  vehicles.  Bioinspiration  has 
resulted  in  improved  fibrous  materials,  as  dis-
cussed  by Michael  S.  Ellison  (Clemson  Univer-
sity)  in  “Biomimetic  textiles”.  Ellison  has  also 
penned his thoughts on the prospects of contin-
ued progress in this direction. “Structural colors” 
by Natalia Dushkina (Millersville University) and 
Akhlesh  Lakhtakia  (Pennsylvania  State  Univer-
sity)  is a comprehensive but succinct account of 
the origin and use of structural colors. Blayne M. 
Phillips  and  Peng  Jiang  (University  of  Florida) 
discuss  the  fabrication,  characterization,  and 
modeling  of  moth-eye  antireflection  coatings 
grown on both transparent substrates and semi-
conductor  wafers  in  “Biomimetic  antireflection 
surfaces”. Finally in this group of chapters,  “Bio-
mimetic  self-organization  and  self-healing”  has 
been written by Torben A. Lenau (Technical Uni-
versity  of  Denmark)  and  Thomas  Hesselberg 
(University  of  Oxford)  on  eight  different  self-
organizing and self-healing approaches present in 

nature.  The  authors  also  take  a  look  at  realized 
and potential applications.

The last group of chapters is a compilation of 
three  different  fabrication  methodologies  for 
bioreplication. The chapter “Solution-based tech-
niques  for  biomimetics  and  bioreplication”  by 
Aditi S. Risbud and Michael H. Bartl (University 
of Utah) illustrates how structural engineering in 
biology can be replicated using sol-gel chemistry, 
resulting  in optical materials with  entirely new 
functionalities. Physical vapor deposition, chem-
ical  vapor  deposition,  atomic  layer  deposition, 
and  molecular  beam  epitaxy  are  succinctly 
described  in  the context of engineered biomim-
icry  by  Raúl  J.  Martín-Palma  and  Akhlesh 
Lakhtakia  (Pennsylvania  State  University)  in 
“Vapor-deposition techniques”. Lianbing Zhang 
and  Mato  Knez  (CIC  nanoGUNE  Consolider) 
provide a comprehensive description of the fun-
damentals  of  atomic  layer  deposition  and  its 
applications to biomimicry in the chapter entitled 
“Atomic layer deposition for biomimicry”.

We  thank  all  authors  for  timely  delivery  of 
their  chapters  as well  as during  the  subsequent 
splendid production of this volume. Not only did 
they  write  their  chapters,  several  of  them  also 
contributed by reviewing other chapters.  We are 
also  grateful  to  the  following  colleagues  for 
reviewing a chapter each (in alphabetical order): 
Stephen  F.  Badylak  (University  of   Pittsburgh), 
Satish  T.S.  Bukkapatnam  (Oklahoma  State Uni-
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The World’s Top Olympians

Prospectus
Animals, insects, and birds are capable of some amazing 
feats of speed, jumping, weight carrying, and endur-
ance capabilities. As Olympic contestants, the records of 
these competitors challenge and, in many cases, exceed 
the best of human exploits and inspire us to emulate 
natural mechanisms and functionalities.

Keywords
Animal, Animal Olympians, Bioinspira tion, Bio-
mimicry, Insect and bird record holders

1 INTRODUCTION

Some of the world’s top Olympians are not 
who you might imagine. They are the animals, 
insects, and birds that inhabit the Earth. The 
feats they achieve are truly worthy of Olympic 
medals. In this prolog to Engineered Biomimicry, 
the exploits of insects, animals, and birds in 
the sprint, middle-distance, and long-distance 
events; their training at high altitudes; records 
in the long-jump and high-jump categories; 
records in swimming and diving events; and 
record holders in free-weight and clean-and-jerk 
contests are discussed.

2 SPRINTS, MIDDLE-DISTANCE, 
AND LONG-DISTANCE EVENTS

Like the hare and tortoise, there are Olympic 
 athletes that are sprinters, capable of reaching 

high speeds in a short distance, whereas others 
are long-distance experts, in it for the long haul.

Cheetahs (Figure 1), the sprint-champion 
species of the animal kingdom, have been 
clocked at 70–75 mph. Their stride can reach  
10 yards when running at full tilt. It is said they 
can reach an impressive 62 mph from a standing 
start in 3 s [1].

The peregrine falcon is often cited as the fast-
est bird, cruising at 175 mph and diving in  
attacks at 217 mph. But in level horizontal flight, 

FIGURE 1 Cheetah. (Image Courtesy of the U.S. Fish and 
Wildlife Service, Gary M. Stolz)
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the white-throated swift, topping out at 217 mph, 
is the all-around winner [2].

In the marathon you would most likely see the 
pronghorn antelope (Figure 2) on the award 
stand. The pronghorn weighs about as much as 
a grown human but can pump three times as 
much blood, which is rich in hemoglobin. It has 
extra-large lungs and a large heart, which 
 provides much-needed oxygen to its  muscles [3].

Aerobic performance is often evaluated on 
the basis of the maximal rate of oxygen uptake 
during exercise in units of milliliters of oxygen 
per kilogram of mass per minute. An elite human 
male runner might measure in the 60’s or low 
70’s, whereas a cross-country skier may be in the 
low 90’s. But the pronghorn antelope tops out at 
about 300 ml/kg/min [3, 4].

The wandering albatross, in a different mara-
thon class, would leave the competition in the 
dust. Satellite imagery has revealed that these 
birds, with a wing span of 12 ft, travel between 
2,237 and 9,321 miles in a single feeding trip, 
often sleeping on the wing.

If the race were handicapped for size and 
weight, the ruby-throated hummingbird and 
monarch butterfly would rank in the top tier. The 
ruby-throated hummingbird, being faster, flies 
1,000 miles between seasonal feeding grounds, 
500 of those miles over the featureless Gulf of 
Mexico. On average the male hummingbird has 
a mass of 3.4 g. The monarch butterfly (Figure 3), 

with a mass of a mere 2–6 g, migrates 2,000 miles, 
 flying up to 80 miles per day during its migration 
between Mexico and North America.

There are two types of human ultra-maratho-
ners: those that cover a specific distance (the 
most common are 50 km and 100 km) and those 
who participate in events that take place over a 
specific interval of time, mainly 24 h or multiday 
events. These events are sanctioned by the Inter-
national Association of Athletics Federation.

Although they are not sanctioned as Olympic 
contenders, there are some contenders in the  
animal kingdom that are in line for first place in 
the ultra-marathon. The Arctic tern (Figure 4) 
flies from its Arctic breeding grounds in Alaska 
to Tierra del Fuego in the Antarctic and back 

FIGURE 2 Pronghorn antelope. (Image Courtesy of the U.S. 
Fish and Wildlife Service, Leupold James)

FIGURE 3 Monarch butterfly. (Image Courtesy of the U.S. 
Fish and Wildlife Service)

FIGURE 4 Arctic tern. (Image Courtesy of Estormiz)
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again each year, a 19,000-km (12,000-mile) jour-
ney each way.

The longest nonstop bird migration was 
recorded in 2007. A bar-tailed godwit flew 7,145 
miles in nine days from its breeding grounds in 
Alaska to New Zealand. Without stopping for 
food or drink, the bird lost more than 50% of its 
body mass on its epic journey [5].

3 HIGH-ALTITUDE TRAINING

In the autumn, the bar-headed goose migrates 
from its winter feeding grounds in the lowlands 
of India to its nesting grounds in Tibet. Like 
Olympic long-distance runners that train at high 
altitudes, the bar-headed goose develops mito-
chondria that provide oxygen to supply energy 
to its cells. This journey takes the bar-headed 
goose over Mount Everest, and the bird has been 
known to reach altitudes of 30,000 ft to clear the 
mountain at 29,028 ft. At this altitude, there is 
only about a quarter of the oxygen available that 
exists at sea level and temperatures that would 
freeze exposed flesh [6].

Other high-altitude trainers are whooper 
swans, which have been observed by pilots at 
27,000 ft over the Atlantic Ocean. The highest 
flying bird ever observed was a Ruppell’s griffon 
that was sucked into the engines of a jet flying 
at 37,900 ft above Ivory Coast [6].

4 LONG JUMP AND HIGH JUMP

There are two basic body designs that enable 
animals to facilitate their jumping capabilities. 
The long legs of some animals give them a lever-
aging power that enables them to use less force 
to jump the same distance as shorter-legged ani-
mals of the same mass. Shorter-legged animals, 
on the other hand, must rely on the release of 
stored energy to propel themselves. And then 
there are those animals that combine the fea-
tures of both approaches.

The red kangaroo, with a capacity to jump  
42 ft, and the Alpine chamois that can clear cre-
vasses 20 ft wide and obstacles 13 ft high, certainly 
have impressive jumping capabilities. But when 
you handicap animals, you discover that bull-
frogs, fleas, and froghoppers vie for the title of 
best jumper.

One long-jump specialist is the American  
bullfrog (Figure 5). Trained for the Calaveras 
Jumping Frog Jubilee held annually in Angeles 
Camp, California (USA), Rosie the Ribeter won 
the event in 1986 with a recorded jump of 21 ft 5¾ 
in. Muscles alone cannot produce jumps that 
good. The key to the frog’s jumping ability lies in 
its tendons. Before the frog jumps, the leg muscle 
shortens, thereby loading energy into the tendon 
to propel the frog. Its long legs and energy-storing 
capabilities are key to the jumping capabilities of 
Rosie the Ribeter [2, 5].

Although not a record holder, the impala or 
African antelope (Figure 6) is a real crowd pleaser. 
This animal, with its long, slender legs and mus-
cular thighs, is often seen jumping around just to 
amuse itself, but when frightened it can bound 
up to 33 ft and soar 9 ft in the air [1].

The leg muscles of the flea are used to bend 
the femur up against the coxa or thigh, which 
contains resilin. Resilin is one of the best materi-
als known for storing and releasing energy 

FIGURE 5 American bullfrog. (Image Courtesy of U.S. Fish 
and Wildlife Service, Gary M. Stolz)
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efficiently. Cocked and ready, a trigger device in 
the leg keeps it bent until the flea is ready to 
jump. Its jumping capability is equal to 80 times 
its own body length, equivalent to a 6-ft-tall 
person jumping 480 ft! Once thought to be the 
champion of its class, the flea has lost its ranking 
as top jumper to the froghopper [7].

The froghopper or spittle bug jumps from 
plant to plant while foraging. To prepare to 
jump, the insect raises the front of its body by 
its front and middle legs. Thrust is provided by 
simultaneous and rapid extension of the hind 
legs. The froghopper exceeds the height 
obtained by the flea relative to its body length 
(0.2 in., or 5 mm) despite its greater weight. Its 
highest jumps reach 28 in. A human with this 
capability would be able to clear a 690-ft build-
ing [2, 8].

5 SWIMMING AND DIVING

Birds are not the only long-distance competitors. 
A great white shark pushed the envelope for a 
long-distance swimming event by swimming a 
12,400-mile circuit from Africa to Australia in 
a journey that took nine months. This trip also 

included the fastest return migration of any 
known marine animal [9].

The Shinkansen bullet train runs from 
Osaka to Hakata, Japan, through a series of 
tunnels. On entering a tunnel, air pressure 
builds up in front of the train; on exiting, the 
pressure wave rapidly expands, causing an 
explosive sound. To reduce the impact of the 
expanding shock wave and to reduce air resist-
ance, design engineers found that the ideal 
shape for the Shinkansen is almost identical to 
a kingfisher’s beak. Like any good Olympic 
diver, the kingfisher streamlines its body and 
enters the water vertically, thereby minimizing 
its splash and leading to a perfect score of 10. 
Taking inspiration from nature, the Shinkansen 
engineers designed the train’s front end to be 
almost identical in shape to the kingfisher’s 
beak, providing a carefully matched pressure/
impedance match between air and water [10] 
(Figure 7).

Without a dive platform, Cuvier’s and Blain-
ville’s beaked whales can execute foraging dives 
that are deeper and longer than those reported 
for any other air-breathing species. Cuvier’s 
beaked whales dive to maximum depths of 
nearly 6,230 ft with a maximum duration of 85 
min; the Blainville’s beaked whale dives to a 

FIGURE 7 Kingfisher. (Image Courtesy of Robbie A)

FIGURE 6 Impala. (Image Courtesy of U.S. Fish and Wild-
life Service, Mimi Westervelt)
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maximum depth of 4,100 ft. Other Olympic dive 
contestants are sperm whales and elephant seals. 
The sperm whale can dive for more than  
1 h to depths greater than about 4,000 ft, and it 
typically dives for 45 min. The elephant seal, 
another well-known deep diver, can spend up to 
2 h in depths over 5,000 ft, but these seals typi-
cally dive for only 25–30 min to depths of about 
1640 ft [11].

6 PUMPING IRON

Olympic weightlifting is one of the few events 
that separates competitors into weight classes. In 
the +231 lb class, a competitor might lift weights 
approximately 2.2 times his body weight. The 
average bee, on the other hand, can carry some-
thing like 24 times its own body weight, and the 
tiny ant is capable of carrying 10–20 times its 
body weight, with some species able to carry 50 
times their body weight [2].

Ounce for ounce, the world’s strongest insect 
is probably the rhinoceros beetle (Figure 8). 
When a rhinoceros beetle gets its game face on, 
it can carry up to 850 times its own body weight 
on its back [12].

7 CONCLUDING REMARKS

When you consider some of the running, jump-
ing, flying, diving, and weightlifting capabilities 
of some animals, insects, and birds, you have to 
be awed. Many of Earth’s creatures are certainly 
worthy of world-class status and could certainly 
vie for Olympic gold medals. How exactly do 
these animals and insects achieve their fabulous 
performances? The answer to this question is not 
necessarily clear, but through multidisciplinary 
research we are beginning to comprehend these 
Olympic achievements. Although the ability to 
swim or fly long distances is an achievement in 
itself, what is more intriguing is how some ani-
mals navigate day and night, in bad weather 
or clear and over large distances. How elapsed 
time, distance traveled, and the sun’s position 
are used in this navigation process is important 
to understand. Visual clues such as star patterns 
and the sun’s position, along with the time of 
day, may be used solely or used in conjunction 
with other aids in navigation. For some crea-
tures, the Earth’s magnetic field or sky polar-
ization is as important as any navigational aid. 
Some or all of these tools may be used to cross-
calibrate one navigation tool to another in order 
to more precisely locate an animal’s or insect’s 
position and determine its heading. The more 
we study natural approaches to problems, the 
more we will discover clever solutions to vexing 
problems.
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1 

Prospectus
This chapter is focused on vision sensors based on 
both mammalian and insect vision systems. Typically, 
the former uses a single large-aperture lens system 
and a large, high-resolution focal plane array; the 
latter uses many small-aperture lenses, each coupled 
to a small group of photodetectors. The strengths 
and weaknesses of each type of design are dis-
cussed, along with some guidelines for designing 
such sensors. A brief review of basic optical engineer-
ing, including simple diffraction theory and mathe-
matical tools such as Fourier optics, is followed by 
a demonstration of how to match an optical system 
to some collection of photodetectors. Modeling and 
simulations performed with tools such as Zemax and 
MATLAB® are described for better understanding of 
both optical and neural aspects of biological vision 
systems and how they may be adapted to an artificial 
vision sensor. A biomimetic vision system based on 
the common housefly, Musca domestica, is discussed.

Keywords
Apposition, Biomimetic, Camera eye, Compound 
eye, Fly eye, Hyperacuity, Lateral inhibition, Light 
adaptation, Mammal eye, Motion detection, Multi-
aperture, Multiple aperture, Neural superposition, 
Optical flow, Optical superposition, Photoreceptor, 
Retina, Single aperture, Vision sensor

1.1 INTRODUCTION

Biomimetic vision sensors are usually defined as 
imaging sensors that make practical use of what 
we have learned about animal vision systems. 
This approach should encompass more than just 
the study of animal eyes, because, along with 
the early neural layers, neural interconnects, and 
certain parts of the animal brain itself, eyes form 
a closely integrated vision system [1–3]. Thus, it 
is inadvisable to concentrate only on the eyes in 
trying to design a good biomimetic vision sen-
sor; a systems approach is recommended [4].

This chapter concentrates on the two most 
frequently mimicked types of animal vision sys-
tems: ones that are based on a mammalian cam-
era eye and ones that are based on an insect 
compound eye. The camera eye typically uses a 
single large-aperture lens or lens system with a 
relatively large, high-resolution focal plane 
array of photodetectors. This is similar to the eye 
of humans and other mammals and has long 
been mimicked for the basic design of both still 
and video cameras [1, 3, 5]. The compound eye 
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instead uses many small-aperture lenses, each 
coupled to a small group of photodetectors. This 
is the type of eye found in insects in nature and 
has only recently been mimicked for use as alter-
native vision sensors [1, 3, 5]. However, knowle-
dge of the optics and sensing in a camera eye is 
very helpful in understanding many aspects of 
the compound eye.

Using just two categories—camera eyes and 
compound eyes—can be somewhat oversimpli-
fied. Land and Nilsson describe at least 10 dif-
ferent ways in which animal eyes form a spatial 
image [1]. Different animals ended up with dif-
ferent eyes due to variations in the evolutionary 
pressures they faced, and it is believed that eyes 
independently evolved more than once [1]. 
Despite this history, the animal eyes we observe 
today have many similar characteristics. For 
example, a single facet of an apposition com-
pound eye in an insect is quite similar to a very 
small version of the overall optical layout of the 
camera eye in a mammal.

Mammals evolved to have eyes that permit a 
high degree of spatial acuity in a compact organ, 
along with sufficient brain power to process all 
that spatial information. While mammals with 
foveated vision have a relatively narrow field of 
view for the highest degree of spatial acuity, 
they evolved ocular muscles to allow them to 
scan their surroundings, thereby expanding 
their effective field of view; however, this 
required additional complexity and brain func-
tion [1]. Insects evolved to have simple, modular 
eyes that could remain very small yet have a 
wide field of view and be able to detect even the 
tiniest movement in that field of view [1]. The 
insect brain is modest and cannot process large 
amounts of spatial information, but much pre-
processing to extract features such as motion is 
achieved in the early neural layers before the 
visual signals reach the brain [1].

In general, the static spatial acuity of com-
pound eyes found in nature is less than most 
camera eyes. Kirschfeld famously showed that 
a typical insect compound eye with spatial 

acuity equal to that of a human camera eye 
would need to be approximately 1 m in diame-
ter, far too large for any insect [6]. Each type of 
eye has specific advantages and disadvantages. 
As previously mentioned, the camera eye and 
the compound eye are the two most common 
types of eye that designers have turned to when 
drawing upon nature to create useful vision 
sensors.

Before getting into the specifics of these two 
types of vision systems, we first need to discuss 
image formation and imaging parameters in gene-
ral, using standard mathematical techniques to 
quantify how optics and photodetectors interact, 
and then show how that translates into a biomi-
metic design approach. Separate discussions of 
biomimetic adaptations of mammalian vision 
systems and insect vision systems are provided, 
along with strengths and weaknesses of each. 
The design, fabrication, and performance of a 
biomimetic vision system based on the common 
housefly, M. domestica, are presented.

1.2 IMAGING, VISION SENSORS, 
AND EYES

We have found that one of the most common 
problems encountered in designing a biomi-
metic vision sensor is a misunderstanding of 
fundamental optics and image-sampling con-
cepts. We therefore provide a brief overview 
here. This chapter is by no means an exhaustive 
reference for image formation, optical engineer-
ing, or animal eyes. In just a few pages, we cover 
information that spans many books. We include 
only enough detail here that we feel is impor-
tant to most vision sensor designers and to pro-
vide context for the specific biomimetic vision 
sensor discussion that follows. For more detail, 
see [1–3, 5, 7–17]. We assume incoherent light in 
this discussion; coherent sources such as lasers 
require a slightly different treatment. Nontra-
ditional imaging modalities such as light-field 
cameras are not discussed here.
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1.2.1 Basic Optics and Sensors

1.2.1.1 Object and Image Distances

An image can be formed when light, reflected 
from an object or scene (at the object plane), 
is brought to focus on a surface (at the image 
plane). In a camera, the film or sensor array is 
located at the image plane to obtain the sharpest 
image. One way to create such an image is with 
a converging lens or system of lenses. A sim-
plified diagram of this is shown in Figure 1.1, 
which identifies parameters that are helpful for 
making some basic calculations. One such basic 
calculation utilizes the Gaussian lens equation

which assumes the object is in focus at the image 
plane. Equation (1.1) is based on the simple opti-
cal arrangement depicted in Figure 1.1 contain-
ing a single thin lens of focal length f but can be 
used within reason for compound lens systems 
(set to the same focal length) where the optical 
center (i.e., nodal point) of the lens system takes 
the place of the center of the single thin lens [7]. 
Note that focal length and most other optical 
parameters are dependent on the wavelength λ.

The focal length is usually known, and given 
one of the two axial distances (so or si) in Figure 1.1, 
the other axial distance is easily calculated. When 
the distance to the object plane so is at infinity, 

(1.1)
1

so
+

1

si
=

1

f
,

the distance to the image plane si is equal to the 
focal length f. The term optical infinity is used to 
describe an object distance that results in an 
image plane distance very close to the focal 
length; for example, some designers use so � 100f  
as optical infinity, since in this case si is within 
1% of f. On the other hand, for visual acuity 
exams of the human eye, optometrists generally 
use so ≈ 338f  as optical infinity.

Equation (1.1) is also useful for calculating 
distances perpendicular to the optical axis (i.e., 
transverse distances). Similar triangles provide 
the relationship

which allows calculation of xo or xi when the 
other three values are known. The minus sign 
accounts for the image inversion in Figure 1.1. 
Modern cameras and vision sensors based on the 
mammalian camera eye typically place a focal 
plane array (FPA) of photodetectors (e.g., an 
array of either charge-coupled devices (CCD) or 
CMOS sensors) at the image plane. This array 
introduces spatial sampling of the image, where 
the center-to-center distance between sensor loca-
tions (i.e., the spatial sampling interval) equals 
the reciprocal of the spatial sampling frequency. 
Spatial sampling, just like temporal sampling, is 
limited by the well-known sampling theorem: 
Only spatial frequencies in the image up to 

(1.2)
xo

so
= −

xi

si
,

Object
Image

f f

xo

xi

So Si

FIGURE 1.1 Optical distances for object (so) and image (si) with a single lens of focal length f.
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one-half the spatial sampling frequency can be 
sampled and reconstructed without aliasing [18].

Aliasing is evident when the reconstructed 
image shows incorrect spatial frequencies that 
are lower than the true image. If the spatial sam-
pling frequency in a given direction in the image 
is Fs, and the true spatial frequency in the same 
direction of some pattern in an image is fo, then 
if fo > Fs/2, and the aliased frequency will be

Aliasing in an image is most noticeable to 
humans with regard to periodic patterns, such 
as the stripes of a person’s tie or shirt, which 
when aliased tend to look broader and distorted 
[18]. Note that most real-world images are not 
strictly band-limited, so some amount of alias-
ing is usually inevitable.

Fourier theory tells us that even a complex 
image can be modeled as an infinite weighted 
sum of spatially sinusoidal frequencies [18, 19]. 
Knowledge of how these spatial frequencies are 
sampled can help predict how well a vision sen-
sor may perform. Equation (1.2) allows us to 
map transverse distances between the object 
plane and the image plane and understand how 
the spatial sampling interval compares to the 
various transverse distances in the image.

Example Problem: As a real-world example 
that highlights the use of these relationships, sup-
pose you need to remotely monitor the condition 
of a small experimental snow fence at a certain 
point along a northern-route interstate highway, 
using a digital camera. The individual slats of the 
snow fence are made of a new environmentally 
green recycled material that may or may not hold 
up under the wind pressures expected during the 
winter; that is the purpose of the monitoring. The 
imaging only needs to detect if a slat breaks and 
thus appears to be missing. The camera will be 
an inexpensive webcam that will periodically 

(1.3)Fs/2 − (fo − Fs/2) = Fs − fo.

capture images of the snow fence and transmit 
the images back to a monitoring station. The 
webcam uses a 1.3-megapixel CCD rectangular 
sensor array (1280 H × 720 V pixels), and the 
physical size of the CCD array inside the camera 
is 19.2 mm horizontally by 10.8 mm vertically.1 
The aspect ratio of each image frame taken with 
this camera is 16:9, and the aspect ratio of each 
individual photodetector (pixel) in the CCD 
array is 1:1 (i.e., square), such that the center-to-
center pixel spacing is the same in the x direction 
and the y direction. The webcam uses a built-in 
22.5 mm focal length lens that is permanently 
fixed at a distance from the CCD array such that 
it will always focus on objects that are relatively 
far away (i.e., optical infinity). The snow fence is 
made up of very dark-colored slats that are 2.44 m 
(about 8 f) high and 200 mm wide, with 200 mm 
of open space between adjacent slats. In the 
expected snowy conditions, the contrast of the 
dark slats against the light-colored background 
should allow a good high-contrast daytime image 
of the snow fence, within the limits of spatial 
sampling requirements. No night-time images 
are needed. 

See Figure 1.2 for a simple illustration of what 
the snow fence might look like, not necessarily 
drawn to scale nor at the actual viewing dis-
tance, with snow at the base obscuring some 
unknown part of the slat height. Assume the 
fence extends to the right and left of the figure 
a considerable distance beyond what the simple 
figure shows. You would like to view as wide a 
section of the experimental snow fence as pos-
sible, so you want to place the camera as far 
away from the fence as possible. Thus, you need 
to calculate the maximum distance you can 
place the webcam from the fence and yet still be 
able to easily make out individual slats in the 
image, assuming the limiting factor is the spatial 
sampling frequency of the image. Assume the 

1 It is traditional for manufacturers of cameras, monitors, televisions, etc. to provide size specifications as (horizon-
tal, vertical) and aspect ratios as H:V, so this is how the information is provided here. However, this is the opposite 
of most image-processing and linear algebra books, where dimensions are usually specified as (row, column).
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optical axis of the camera is perpendicular to the 
fence, so you can neglect any possible angular 
distortions.

Solution: The periodic nature of the slats is 
not a sinusoidal pattern (it is actually closer to 
a square wave), but the spatial period of the 
slats is equal to the fundamental frequency of a 
Fourier sum that would model the image of the 
fence, and the individual slats will be visible 
with acceptable fidelity (for this specific appli-
cation) if this fundamental frequency is sam-
pled properly [18]. The sampling theorem 
requires a minimum of two samples per cycle; 
one complete cycle at the fundamental fre-
quency is a single slat/opening pair. Thus, the 
200 mm slat plus a 200 mm opening at the object 
plane must span two (or more) pixels at the 
image plane for adequate sampling to occur. In 
other words, the pixel spacing, mapped to the 
object plane, must be 200 mm or less in the hori-
zontal direction (the vertical direction is not as 
important for this image). At the image plane, 
the pixel spacing is 19. 2 mm/1280 = 15 µm. 
Referring back to Figure 1.1, we know that 
si = 22. 5 mm since the object plane is at  
optical infinity. Using similar triangles,  
we get (22. 5 mm/15 µm) = (so/200 mm), thus 
so = 300 m, which is the maximum distance 
allowed from the camera to the snow fence. If 
the camera is placed farther away than 300 m, 
the fundamental spatial frequency of the snow 
fence will alias as described by Eq. (1.3), and the 
image would likely be unacceptable.

How is this pertinent to someone developing 
biomimetic vision sensors? For any type of 
vision sensor (biomimetic or traditional), the 
basic trade-offs of the optics and the spatial sam-
pling remain the same, so knowledge of these 
concepts is needed to intelligently guide sensor 
development.

1.2.1.2 Effect of Aperture Size

Another basic concept that is often important 
to sensor development is diffraction. No real-
world lens can focus light to an infinitesimally 
tiny point; there will be some minimum blur 
spot. Figure 1.3 depicts the blur spots due to two 
simple optical setups with circular apertures, 
where the top setup has a larger aperture than 
the bottom one. In the figure, if the object plane 
is at optical infinity, then d = f . The diameter of 
the aperture is shown as D; this could be due to 
the physical diameter of the lens in a very sim-
ple optical setup, or to the (sometimes variable) 
aperture diaphragm of a more complex lens sys-
tem.2 As light travels from the lens to the image 
plane, differences in path length are inevitable. 
Where the difference in path length equals 
some integer multiple of λ/2, a lower-intensity 
(dark) region appears; where the difference in 
path length equals some integer multiple of λ, 
a higher-intensity (bright) region appears. With a 
circular aperture, the blur spot will take the shape 
of what is often called an Airy disk. The angular 
separation between the center peak and the first 
minimum of an Airy disk, as shown in Figure 
1.3, is θ = 1. 22λ/D, which confirms the inversely 
proportional relationship between the blur spot 
diameter and the aperture diameter. The value 
of θ is often referred to as the angular resolu-
tion, assuming the use of what is known as the  
Rayleigh criterion [7].

A cross-section of an Airy disk is shown in 
Figure 1.4. Though the angular measure from 
the peak to the first minimum of the blur spot 

2 A variable circular aperture is often called an iris diaphragm, since it acts much in the same way as the iris of an eye.

FIGURE 1.2 Illustration of the snow fence to be imaged 
by the digital camera.
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is 1. 22λ/D, the diameter of the blur spot at the 
half-power point, shown in Figure 1.4 to be λ/D,  
is often of interest. The size of the blur spot is 
what determines what is often called the dif-
fraction limit of an optical system; however, 
keep in mind that the blur spot size may be 
dominated by lens aberrations, discussed later. 
The diffraction limit assumes the use of some 
resolution criterion, such as the ones named 
after Rayleigh and Sparrow [7]. Note that cer-
tain highly specialized techniques can result in 
spatial resolution somewhat better than the 

λ 

λ

λRatio of (  /D)

FIGURE 1.4 Cross-section of a normalized Airy disk.

θ

θ

FIGURE 1.3 Minimum blur spot due to diffraction of light when d = f . Notice how a larger aperture D results in a smaller 
blur spot.
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diffraction limit, but that is beyond the scope 
of this discussion [20].

Any discussion of aperture should mention 
that the various subfields of optics (astronomy, 
microscopy, fiber optics, photography, etc.) use 
different terms to describe the aspects related to 
the effective aperture of the system [21]. In 
astronomy, the actual aperture size as discussed 
before is typically used. In microscopy, it is 
common to use numerical aperture (NA), defined 
as NA = n sin φ, where n is the index of refraction 
of the medium through which the light travels, 
and φ is the half-angle of the maximum cone of 
light that can enter the lens. The angular 
resolution of a standard microscope is often 
specified as λ/2NA. For multimode fiber optics, 
numerical aperture is typically defined as 
NA = n sin φ ≈

√

n2
1 − n2

2
, where n1 is the index 

of refraction of the core and n2 is the index of 
refraction of the cladding. This can provide an 
approximation for the largest acceptance angle 
φ for the cone of light that can enter the fiber 
such that it will propagate along the core of the 
fiber. Light arriving at the fiber from an angle 
greater than φ would not continue very far down 
the fiber. In photography, the more common 
measure is called f-number (written by various 
authors as f# or F), defined as F = f/D, where f 
is the focal length and D is the effective aperture. 
A larger F admits less light; an increase in F by 
a factor of 

√
2 ≈ 1. 414 is called an increase of one 

f-stop and will reduce the admitted light by one-
half. Note that to obtain the same image 
exposure, an increase of one f-stop must be 
matched by twice the integration time (called the 
shutter speed in photography) of the photosensor. 
Typical lenses for still and video cameras have 
values of F that range from 1.4 to 22. Whether 
the designer uses D, NA, F, or some other 
measure is dependent on the application.

How is this pertinent to someone developing 
biomimetic vision sensors? We sometimes desire 
to somewhat match the optics to the photosen-
sors. For example, if the optics design results in 
a blur spot that is significantly smaller than the 

photosensitive area of an individual photode-
tector (e.g., the size of a single pixel in a CCD 
array), then one could say that the optics have 
been overdesigned. A blur spot nearly the same 
size as the photosensitive area of an individual 
photodetector results when the optics have been 
tuned to match the sensors (ignoring for the 
moment the unavoidable spatial sampling that 
a photodetector array will impose on the image). 
There are many instances, sometimes due to 
considerations such as cost, or weight, or size of 
the optical system and sometimes due to other 
reasons as described in the case study of the fly-
eye sensor, in which the optical system is pur-
posely designed to result in a blur spot larger 
than the photosensitive area of an individual 
photodetector.

Example Problem: For the webcam problem 
described earlier, what aperture size would be 
needed to approximately match a diffraction-
limited blur spot to the pixel size?

Solution: The angular blur spot size is 
approximately (λ/D), so the linear blur spot size 
at the image plane is (λ/D)si. The pixel size was 
previously found to be 15 µm. If we assume a 
wavelength near the midband of visible light, 
550 nm, then the requirement is for D = 825 µm. 
Since the focal length of the lens was given as 
22.5 mm, this would require a lens with an 
f-number of f/D = 27.27, which is an achievable 
aperture for the lens system. However, the likeli-
hood of a low quality lens in the webcam would 
mean that aberrations (discussed later) would 
probably dominate the size of the blur spot, not 
diffraction. Aberrations always make the blur 
spot larger, so if aberrations are significant then 
a larger aperture would be needed to get the 
blur spot back down to the desired size.

1.2.1.3 Depth of Field
The size of the effective aperture of the optics 
not only helps determine the size of the blur 
spot, but also helps determine the depth of field 
(DOF) of the image. While Figure 1.1 implies 
there is only a single distance so for which an 
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object can be brought to focus at distance si, 
DOF describes the practical reality that there 
is an axial distance over which objects are 
imaged with acceptable sharpness. Thus, an 
object within the range of 

(

so − DOFfront

)

 to 
(

so + DOFrear

)

 would be imaged with accept-
able sharpness (see Figure 1.5). With reference 
to Figure 1.3, note that, for a given focal length, 
a larger aperture results in a larger angle of 
convergence of light from the aperture plane 
to the image plane. This larger angle means 
that any change in d will have a greater blur-
ring effect than it would for a smaller aperture. 
Thus, the DOF is smaller for larger apertures. 
Combining what is shown in both Figures 1.1 
and 1.3, along with Eq. (1.1), we can show that 
focal length f also affects DOF; longer focal- 
length lenses have a smaller DOF for a given 
aperture size. There is no specific equation for 
DOF, since it is based on what is considered 
acceptable sharpness, and that is very much 
application dependent.

Photographers often manipulate DOF for 
artistic purposes, but sensor system designers 
are usually more interested in maximizing the 
DOF. In general, the DOFfront is always less 
than DOFrear. At relatively small values of so, 
the ratio of DOFfront/DOFrear is close to unity. 
As so is increased, the ratio of DOFfront/DOFrear 

decreases, and there is a certain point at which 
DOFrear extends to optical infinity; this value of 
so is called the hyperfocal distance. At this setting, 
all objects from (so − DOFfront) to ∞ would be 
imaged with acceptable sharpness. When the 
sensor system is set to the hyperfocal distance, 
the DOF extends from half the hyperfocal dis-
tance to infinity, and the DOF is the largest 
possible for a given focal length and aperture 
size. Therefore, the hyperfocal distance is often 
of interest to the sensor system designer.

1.2.1.4 Field of View

The field of view (FOV) for a sensor system is 
the span over which a given scene is imaged. 
Although it may seem at first that the aperture 
size might determine FOV, in typical imaging 
situations it does not.3 The approximate FOV 
is determined only by the geometry of Figure 
1.1, where xi would be one-half the size (in that 
dimension) of the imaging sensor array or of the 
film, and xo would be one-half the spatial FOV 
at distance so. Since angular FOV is independent 
of object distance, it is the more frequently used 
form of FOV. For an imaging sensor (or film) of 
size a in a given direction, the angular FOV in 
that direction is 2 arctan(a/2si). When the sys-
tem is set to focus at optical infinity, this takes 
on the familiar form of 2 arctan(a/2f). The shape 
of the FOV matches the shape of the sensor 
array or film that is used to capture the image, 
not the shape of the aperture. Although optics 
are typically transversely circular, sensor arrays 
and film are more often rectangular, so the FOV 
would then also be rectangular.

Example Problem: For the webcam problem 
described earlier, assume that the diameter of the 
lens aperture is approximately 8 mm. (a) What is 
the F for this camera? (b) What is the angular 
FOV of the camera? (c) How much of the snow 
fence will be imaged at the maximum distance 
of the camera from the fence?

3 If too small of an aperture is used at the wrong point in an optical system, it can restrict the FOV to less than the full sensor  
dimensions. This is almost always unintentional.

FIGURE 1.5 Front and rear DOF.
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Solution: (a) The focal length of the lens was 
given as 22.5 mm, yielding F = f/D ≈ 2. 8. (b) The 
FOV is determined from the sensor array dimen-
sions, not the lens aperture. The sensor size was 
given as 19.2 mm horizontally by 10.8 mm verti-
cally. The horizontal angular FOV is found by cal-
culating  2 arctan(19. 2mm/2(22. 5 mm)) = 0. 807

rad = 46. 2◦. The vertical angular FOV is found  
by calculating 2 arctan(10. 8 mm/2(22. 5 mm)) =
0. 471 rad = 27. 0◦. (c) The maximum distance for 
so was found previously to be 300 m. From Figure 
1.2, it is obvious that the horizontal FOV is what 
determines how much of the fence will be imaged. 
At a range of so = 300 m and an angular FOV of 
0.807 rad, the horizontal distance of the fence that 
will be imaged is (2)(300) tan(0. 807/2) ≈ 256 m. 
This same answer could also be found using  
Eq. (1.2).

1.2.1.5 Aberrations

No optical system is perfect, and the imperfec-
tions result in what are called aberrations [7]. 
Most aberrations are due to imperfections in 
lenses and are usually categorized as either 
monochromatic or chromatic. Up to this point 
in Section 1.2, the discussion has centered on 
aspects of an optical system that must be con-
sidered one wavelength at a time.4 This is how 
monochromatic aberrations must be treated. 
A chromatic aberration, on the other hand, is 
a function of multiple wavelengths. See addi-
tional references such as Smith [8] for more 
information on aberrations.

Common forms of monochromatic aberra-
tions include spherical, coma, astigmatism, field 
curvature, defocus, barrel distortion, and pin-
cushion distortion. Monochromatic aberrations 
are primarily due to either an unintended imper-
fection (which is usually caught and eliminated 
in the lens manufacturing stage) or an inten-
tional mismatch between the actual geometry of 

4 Depending on the needs of the application, a designer can make individual calculations at many wavelengths, 
two calculations at the longest and shortest wavelengths, or one calculation at the approximate midpoint of the 
range of wavelengths.

the lens and the geometry of the lens that would 
be required to take into account the exact nature 
of the propagation of light. This intentional mis-
match is due to the much higher cost of produc-
ing a geometrically perfect lens. For example, a 
common form of monochromatic aberration is 
spherical aberration, which occurs when the lens 
is manufactured with a radius of curvature that 
matches a sphere; it is much cheaper to fabricate 
this type of lens than what is called an aspheric 
lens, which more closely matches the physics 
related to the propagation of light. Spherical 
aberration causes incorrect focus, but the effect 
is negligible near the center of the lens. A typical 
spherical lens made from crown glass exhibits 
spherical aberration such that only 43% of the 
center lens area (i.e., 67% of the lens diameter) 
can be used if objectional misfocus due to spheri-
cal aberration is to be avoided.

Chromatic aberration is primarily due to the 
unavoidable fact that the refractive index of any 
material, including lens glass, is wavelength 
dependent. Therefore, a single lens will exhibit 
slightly different focal lengths for different 
wavelengths of light. The fact that monochro-
matic aberrations are also wavelength depend-
ent means that even differences in monochromatic 
aberrations due to differences in wavelength can 
be considered contributors to chromatic aberra-
tion. Chromatic aberration appears in a color 
image as fringes of inappropriate color along 
edges that separate bright and dark regions of 
the image. Even monochrome images can suffer 
from degradation due to chromatic aberration, 
since a typical monochrome image using inco-
herent light is formed from light intensity that 
spans many wavelengths. A compound lens 
made of two materials (e.g., crown glass and 
flint glass), called an achromatic lens, can correct 
for a considerable amount of chromatic aberra-
tion over a certain range of wavelengths. Better 
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correction can be achieved with low-dispersion 
glass (typically containing fluorite), but these 
lenses are quite expensive.

In multiple-lens optical systems, aberrations of 
all types can be mitigated using special combina-
tions of convex and concave lenses and specific 
types of glass; this is usually described as corrected 
optics. High-quality corrected optics, although 
expensive, can achieve images very close to the 
theoretical ideal. Spherical aberration, by itself, 
can be minimized even in a single-lens system by 
using a relatively expensive aspheric lens.

1.2.1.6 Reflection and Refraction

When light enters an optical system, it encoun-
ters a boundary between two different indices 
of refraction n. For example, when light propa-
gates through air (n1 = 1) and enters a lens made 
of crown glass (n2 = 1. 5), it is both refracted 
and reflected5 at this boundary (Figure 1.6). For 
a multiple-lens system using different types 
of glass, there may be many such boundaries. 
The familiar Snell’s law (sin θ1/ sin θ2 = n2/n1) 
predicts the angle of refraction; the angle of 
reflection is equal to the angle of incidence.6 
The reflectance R is the fraction of incident light 
intensity (i.e., power) that is reflected, and the 
transmittance T is the fraction of incident light 
intensity that is refracted. Obviously, R + T = 1. 
At this point, we need to take into account the 
polarization state of the incident light to deter-
mine how much of the incident light will be 
reflected.

Assume the page on which the plot of Figure 
1.6 appears is the plane of incidence for the 

5 We consider here specular reflection, where any irregularities in the boundary surface are small compared to 
the wavelength (i.e., an optically smooth surface). If this is not true, diffuse reflection (i.e., scattering) occurs. We 
also assume n2 > n1. If the converse is true, then there exists a critical angle for which total internal reflection will 
occur [7].
6 Snell’s law is named after Willebrord Snellius (born Willebrord Snel van Royen; 1580–1626). Note that the spelling 
of Snell’s name has been Anglicized; the more correct Dutch spelling is Snel (or Snellius), but Snell is overwhelm-
ingly found in the literature [22]. It is appropriate here to mention that Snell’s law and many other significant 
discoveries in optics were made by Middle Eastern scientists such as Ibn Sahl (c. 940–1000) and Ibn al-Haytham 
(c. 965–1039) many hundreds of years before Snel, Descartes, or Newton were born [23].

incoming light. If the incident light is polarized 
such that the electric field is perpendicular to the 
plane of incidence, then

If the incident light is polarized such that the 
electric field is parallel to the plane of incidence, 
then

If the light is unpolarized (i.e., randomly polarized), 
then a common estimate is R = (Rs + Rp)/2.

One ramification of reflection for a vision sen-
sor designer is that the fraction of light intensity 
that is reflected at the boundary never makes it 
to the photodetectors. For example, for incident 

(1.4)
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FIGURE 1.6 Reflection (ray b) and refraction (ray c) of 
incident light (ray a) encountering a boundary.
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light arriving at θ1 = 0, it is easy to see that, for 
the air-glass interface, R ≈ 0. 04, which means 
4% of the light is lost to reflection, which is not 
an insignificant amount. This same effect occurs 
at every boundary, so the back side of the lens 
exhibits reflection, as do any boundaries associ-
ated with additional lenses. This can cause spu-
rious reflections to bounce around inside an 
optical system, greatly degrading the image 
contrast and causing undesirable noise spots in 
the image.

To reduce this effect, antireflective (AR) coa-
tings have been developed that incorporate one 
or more thin films (where the thickness of the 
coating is typically on the order of λ/4). Destruc-
tive interference of the reflected light (and con-
structive interference of the transmitted light) 
greatly reduces R and allows more light to be 
transmitted to the photodetectors. The effective-
ness of an AR coating is dependent on both the 
wavelength and the angle of incidence. The term 
coated optics is sometimes used to describe AR 
optics. Essentially all optical components (lenses, 
beam splitters, turning mirrors, etc.) are availa-
ble with AR coatings, and their use is highly 
recommended. See Chapter 12 on biomimetic 
AR coatings.

1.2.2 Fourier Optics Approach

A particularly powerful and practical method 
of dealing with design considerations such as 
apertures, lenses, photodetector size, and spa-
tial sampling is called Fourier optics. The Fou-
rier approach can even be continued (with a 
change of domains from space to time) to the 
electronics associated with obtaining an image 
from a given sensor system. The classic refe-
rence for Fourier optics is the excellent book 
by Goodman [10], although Wilson [11] is also 
very helpful; a succinct treatment can be found 
in Hecht [7, Ch. 11]. The method is very simi-
lar to the Fourier approach to the design and 
analysis of circuits and systems that is familiar 

to electrical engineers. The treatment given 
here is brief and is not intended to be rigorous 
but rather to merely provide a few practical 
techniques.

1.2.2.1 Point-Spread Function

For the purposes of optical design, the two 
domains linked by the Fourier transform F{ } 
are the spatial domain (i.e., distance) and the 
spatial frequency domain (i.e., cycles per unit 
distance), where the distance coordinates are 
usually assumed to be measured transverse 
to the optical axis, usually at the focal plane. 
Recall from the theory of Fourier transforms 
that convolution in one domain is equivalent 
to multiplication in the other domain; this will 
be useful. Every optical component (aperture, 
lens, etc.) has a point-spread function (PSF) 
defined in the spatial domain at the focal plane, 
which describes how an infinitesimally small 
(yet sufficiently bright) point of light (the opti-
cal equivalent of a Dirac delta function δ(xo, yo) 
at the object plane) is spread (or smeared) by 
that component. A perfect component, in the 
absence of both aberrations and diffraction, 
would pass the point unchanged. The PSF of 
an optical component is convolved in the spa-
tial domain with the incoming light. This means 
that a perfect component would require a PSF 
that was also a delta function δ(x, y); how much 
the PSF deviates from δ(x, y) determines how 
much it smears each point of light. Since dif-
fraction is always present, it provides the limit 
on how closely a PSF can approach δ(x, y); any 
aberrations simply make the PSF deviate even 
further from the ideal.

Assume that light enters the sensor system 
though an aperture and lens, and that the lens 
focuses an image at the focal plane. The ampli-
tude transmittance of the aperture can be 
described mathematically by a simple aperture 
function A(xa, ya), which is an expression of how 
light is transmitted through or is blocked by the 
aperture at the aperture plane. For example, an 
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ideal circular aperture with a radius of r could 
be expressed as

where (xa, ya) are spatial coordinates at the 
aperture plane. The aperture function sets the 
limits of the field distribution (which is usually 
determined using the Fraunhofer diffraction 
approximation [10]).

Previously, we saw that the intensity pattern 
at the focal plane of a lens, due only to diffrac-
tion of a circular aperture, resulted in an Airy 
disk. It turns out that this intensity pattern at 
the focal plane is proportional to the squared 
magnitude of the Fourier transform of the aper-
ture function. That is, hA(x, y) ∝ |F{A(xa, ya)}|2, 
where hA(x, y) is the PSF at the focal plane of the 
circular aperture. Normalized plots of hA(x, y) 
for a circular aperture are shown in Figure 1.7; 
compare that figure to Figures 1.3 and 1.4. If a 
point of light δ(xo, yo) from the object plane 
passes through this aperture to the focal plane, 
then the aperture PSF hA(x, y) is convolved with 
δ(x, y), and by the sifting property of delta func-
tion the result is hA(x, y). Thus, the smallest pos-
sible blur spot due to the aperture is the same 
Airy disk as we found before, only we can now 
use the power of the Fourier transform and 
li near systems theory to extend the analysis.

If the lens is nonideal, it will also contribute 
(through convolution) a PSF hL(x, y) that devi-
ates from a delta function. The PSF hL(x, y) is 
determined primarily by the various lens 
 aberrations that are present. The combined PSF 
of the aperture and the lens is thus 
hAL(x, y) = hA(x, y)∗hL(x, y), where the * symbol 
denotes convolution. The combined PSF hAL(x, y) 
is convolved with an ideal image (from purely 
geometrical optics) to obtain the actual image at 
the focal plane. If multiple lenses are used, they 
each contribute a PSF via convolution in the 
same way (unless arranged in such a way as to 

(1.6)A(xa, ya) =
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compensate for each other’s aberrations, as pre-
viously discussed). Many other image degrada-
tions such as misfocus, sensor vibration (relative 
movement), and atmospheric turbulence can 
also be modeled with an approximate PSF that 
contributes, through convolution, to the overall 
PSF. If specific details regarding the degradation 
are known, it can sometimes be mitigated 
through careful image processing, depending 
on the noise in the image [18].

1.2.2.2 Optical Transfer Function, Modulation 
Transfer Function, and Contrast Transfer 
Function

The Fourier transform of the PSF yields 
the optical transfer function (OTF). That is, 
H(u, v) = F{h(x, y)}, where (u, v) are the spatial-
frequency coordinates at the focal plane. The 
PSF is in the spatial domain, and the OTF is in 
the spatial frequency domain, both at the focal 
plane. For most incoherent imaging systems, we 
are most interested in the magnitude of the OTF, 
called the modulation transfer function (MTF). See 
Figure 1.8 for a normalized plot of the MTF due 
only to the PSF of a circular aperture (e.g., the 
circular aperture PSF shown in Figure 1.7).

In this context, modulation m is a description 
of how a sinusoidal pattern of a particular  spatial 
frequency at the object plane can be resolved. It 
quantifies the contrast between the bright and 
dark parts of the pattern, measured at the image 
plane. Specifically, m=(max − min)/(max+min). 
From Figure 1.8, you can see that as the spatial 
frequency increases, the ability of the optical sys-
tem to resolve the pattern decreases, until at some 
frequency the pattern cannot be discerned. Note 
the MTF in Figure 1.8 is zero at u � D/λ; thus, 
D/λ is called the cutoff frequency fc. However, no 
real-world optical system can detect a sinusoidal 
pattern all the way out to fc; the practical contrast 
limit (sometimes called the threshold modulation) 
for the MTF is not zero but more like 2%, 5%, or 
higher, depending on the system and the observer.

The goodness of an MTF relates to how high the 
modulation level remains as frequency increases, 
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so some authors use the area under the MTF 
curve as a figure of merit. However, this is often 
too simple an approach, and a more application-
specific comparison of MTFs may be warranted.

Each PSF in the spatial domain for each com-
ponent of an optical system is associated with 
an MTF in the spatial frequency domain, and 
the MTFs are all combined into an overall MTF 
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through multiplication. To empirically measure 
the overall MTF of an optical system, sinusoidal 
patterns of various spatial frequencies could be 
imaged, and the value of m could be determined 
for each of those frequencies. This piecewise 
data could be used to estimate the MTF. If 
desired, an inverse Fourier transform of this 
empirically derived MTF could then be used to 
estimate the overall PSF of the optical system.

Note that optical imaging systems are often 
specified in terms of units such as l p/mm, 
which stands for line pairs per millimeter, instead 
of specifying some maximum frequency sinu-
soidal pattern that can be detected. A line pair is 
a white stripe and black stripe, and it is a far 
easier pattern to produce than an accurate sinu-
soidal pattern. However, a line-pair pattern is 
not sinusoidal, so measurements using this pat-
tern do not directly yield the MTF; instead, they 
yield something called the contrast transfer func-
tion (CTF). But a line-pair pattern is to a sinusoi-
dal pattern as a square wave is to a sine wave, 
so the conversion between CTF and MTF is well 
known [24]. Shown in one dimension7 for com-
pactness, the relationship is

where M(u) is the MTF and C(u) is the CTF at 
spatial frequency u. Note that the existence and 
sign of the odd harmonic terms are irregular; see 
Coltman [24] for details. While the relationship 
is an infinite series, using just the six terms 
explicitly shown in Eq. (1.7) will usually provide 
sufficient fidelity. 

Figure 1.9 compares the normalized MTF to 
the normalized CTF, due only to a circular aper-
ture. Note that the CTF tends to overestimate the 
image contrast compared to the true MTF. Other 

7 To simplify the discussion at some points, we assume that two-dimensional functions are separable in Carte-
sian coordinates. This is not exactly true, but the errors caused by this assumption are typically very small [15].

(1.7)

M(u) =
π
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−

C(13u)

13
· · ·

]

methods, such as the use of laser speckle patterns 
[25], have been developed for empirically obtain-
ing the MTF of optics and detector arrays[25].

1.2.2.3 Aberrations

When the optics include significant aberra-
tions, the PSF and OTF can be complex-valued 
and asymmetrical. In general, aberrations will 
broaden the PSF and consequently narrow the 
OTF. An excellent treatment of these effects can 
be found in Smith [8]. Aberrations can reduce the 
cutoff frequency, cause contrast reversals, cause 
zero-contrast bands to appear below the cutoff 
frequency, and generally reduce image qual-
ity. A proposed quantitative measure of aber-
rated image quality is the Strehl ratio, which is 
the ratio of the volume integral of the aberrated 
two-dimensional MTF to the volume integral of 
the associated diffraction-limited MTF [8]. In dis-
cussing aberrations, it is important to recall from 
earlier that optical components that are not sepa-
rated by a diffuser of some sort may compensate 
for the aberrations of each other—hence the term 
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corrected optics. Otherwise, the MTFs of indi-
vidual system components are all cascaded by  
multiplication. The concept of aberration tole-
rance should be considered: How much aberration 
can be considered acceptable within the system 
requirements? Smith [8] advises that most imag-
ing systems can withstand aberration resulting in 
up to one-quarter wavelength of optical path dif-
ference from a perfect (i.e., ideal) reference wave-
front without a noticeable effect on image quality. 
High-quality optics typically achieve this goal [9].

1.2.2.4 Detector Arrays
With a scene imaged at the focal plane, the next 
step is to use some photosensitive devices to con-
vert the light energy to electrical energy. One of 
the most common techniques is to use a rectangu-
lar, planar array of photodetectors (typically CCD 
or CMOS) at the focal plane; this is often called a 
focal plane array (FPA). Use of the FPA introduces 
two more effects on the image: the spatial inte-
gration of light over the finite photosensitive area 

of each photodetector, and the spatial sampling 
of the continuous image. For compactness, a one-
dimensional approach is used where appropriate 
for the explanation that follows.

Each photodetector of the FPA must have a 
large enough photosensitive area to capture a 
sufficient number of photons to obtain a useable 
signal above the noise floor. This finite area 
results in spatial integration that produces a 
blurring or smearing effect. In the most common 
case, the sensitivity of the photodetector is rela-
tively constant over the entire photosensitive 
area, so the effective PSF of the FPA is just a 
rectangular (or top-hat) function with a width 
determined by the size of the photosensitive area 
in the given dimension for the individual photo-
detectors. The OTF of the FPA is the Fourier 
transform of a rectangular function, which is the 
well-known sinc function. Thus, the MTF of the 
FPA is the magnitude of the associated sinc:

(1.8)MTFFPA =
∣

∣

∣

∣

sin(πxdu)

πxdu

∣

∣

∣

∣
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where xd is the size of the photosensitive area in 
the x direction (Figure 1.10). While the magni-
tude of a sinc function extends to infinity (so 
technically there is no associated cutoff fre-
quency with this MTF), it is common to consider 
the MTF of an FPA only up to the first zero of 
the sinc, which occurs at 1/xd. Thus, a larger 
photosensitive area may gather more light but 
results in the first zero occurring at a lower spa-
tial frequency, which induces more blurring in 
the image. Note that the units of spatial fre-
quency in Eq. (1.8) for the MTF of an FPA are 
linear units (e.g., cycles/meter); when optical 
MTFs were previously discussed, we followed 
the common convention of using angular units. 
Angular spatial frequency divided by the focal 
length of the optical system equals linear spatial 
frequency at the focal plane, assuming the small 
angle approximation holds.

A commonly used mathematical description 
of image sampling is to convolve the point-spread 
function of all the nonideal aspects of the imaging 
system (optics, sensor array, and associated elec-
tronics) with an ideal continuous image source, 
followed by sampling via an ideal basis function 
such as a train of delta functions [15, 26]. Thus, 
for an image source sampled in the x direction,

where g[n] is the discrete space–sampled image 
result, h(x) is the combined point-spread func-
tion of all the nonideal effects, f (x) is the ideal 
continuous space image, and Xs is the center-to-
center spacing of the photodetectors.8 Sampling 
in the y direction has a similar form. The top-hat 
PSF due the FPA would contribute to the overall 
h(x) in Eq. (1.9). But what of the effect of sam-
pling? Since Xs is the spatial sampling interval, 

(1.9)g[n] = [h(x) ∗ f (x)]
∑

n∈z

δ(x − nXs),

8 If Xs = xd then the fill factor FF in the x direction is 1, or 100%, meaning there is no dead space between photosensi-
tive areas in the x direction. In general, the two-dimensional fill factor is FF = (xdyd)/(XsYs).

then Fs = 1/Xs is the spatial sampling frequency. 
From the sampling theorem, we can conclude 
that any spatial frequencies sampled by the FPA 
that are higher than one-half the sampling fre-
quency, or Fs/2 = 1/2Xs, will be aliased as 
described by Eq. (1.3). With no dead space 
between detectors (i.e., a fill factor of 1), the first 
zero of the FPA’s MTF occurs at Fs, so the FPA 
will respond to spatial frequencies well above 
Fs/2, which means aliasing is likely. Lower fill 
factors exacerbate the potential for aliasing, since 
a smaller detector size moves the first zero of the 
MTF to a higher spatial frequency.

This may or may not present a problem, 
depending on the application. Monochrome 
aliasing tends to be less objectionable to human 
observers than color aliasing, for example.9 Real-
world images are often bandlimited only by the 
optical cutoff frequency of the optics used to 
form the image. This optical cutoff frequency is 
often considerably higher than Fs/2, and in that 
case aliasing will be present. However, some 
FPAs come with an optical low-pass filter in the 
form of a birefringent crystal window on the 
front surface of the array.

Note that the spatial sampling can be imple-
mented in various ways to meet the require-
ments of the application, as depicted in Figure 
1.11, but the treatment of spatial integration 
(which leads to the MTF) and the spatial sam-
pling (with considerations of aliasing) remain 
the same. Ideal sampling (as shown in Figure 
1.11a) is a mathematical construct, useful for cal-
culations [as in Eq. (1.9)] but not achievable in 
practice. The most common type of sampling is 
top-hat sampling on a planar base, as shown in 
Figure 1.11b, where the fill factor implied by the 
figure is 50%. The MTF associated with top-hat 
sampling was given in Eq. (1.8). Some FPAs do 

9 Color images are often formed with a combination of a single FPA and a filter array such as a Bayer mosaic. This results in 
a different Fs for different colors; typically green has an Fs twice that of blue or red, but half of the Fs is implied by just the 
pixel count.
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not exhibit constant sensitivity over the photo-
sensitive area of each photodetector, with the 
most common variation being an approximation 
to the Gaussian shape, as shown in Figure 1.11c. 
The MTF of this type of array is Gaussian, since 
the Fourier transform of a Gaussian is a scaled 
Gaussian. Figures 1.11d and e show Gaussian 
sampling with an intentional overlap between 
adjacent samples, on a planar and on a spherical 
base; these specific variations will be discussed 
further in the case study describing a biomi-
metic vision sensor based on Musca domestica, 
the common housefly.

1.2.2.5 Image Acquisition Electronics
The Fourier approach is commonly used in the 
design and analysis of electronic circuits and sys-
tems. The terminology is only slightly different 

between optical and electronic systems: The 
point spread function is similar to the impulse 
response, and the optical transfer function is 
similar to the transfer function. Optical sys-
tem designers look mainly at the magnitude of 
the optical transfer function; electronic system 
designers usually are concerned with both the 
magnitude and the phase of the transfer func-
tion. Electronics operate in the time domain, 
whereas optics operate in the spatial domain.10 
If it is desirable to maintain the link to the spa-
tial domain as one analyzes the associated image 
acquisition electronics, then one can map time to 
space. For example, assume the FPA data is read 
out row by row (i.e., horizontal readout). The spa-
tial samples from the FPA are sent to the readout 
electronics at a certain temporal rate Ts. Knowing 
the center-to-center distance between detectors 

10 In addition to the spatial domain, optics and imaging systems have an implied time-domain aspect in terms of how 
an image changes over time. An obvious example of this is video, which is a time sequence of static images taken at 
some frame rate. Any motion detection or object tracking also implies that the time axis must be considered.

(a)

(c)

(e)

(d)

(b)

FIGURE 1.11 Various types and geometries of spatial sampling for vision sensors: (a) ideal, (b) top-hat, (c) Gaussian,  
(d) overlapping Gaussian, and (e) overlapping Gaussian with a nonplanar base.



18 1 . BIOMIMETIC VISION SENSORS 

on a row of the FPA, one can map across the row 
the spatial distance associated with one temporal 
sample. The readout then shifts down to the next 
row, and that distance is the center-to-center dis-
tance between detectors on a column of the FPA. 
Whether this mapping is useful depends on the 
application.

Though many modern camera and imaging 
systems use a digital interface to pass data to 
computer, recording, and/or display devices, 
there are still many older (and some newer  
special-purpose) systems that make use of an 
analog interface at some point in the signal chain. 
This requires special consideration. A common 
example is the relatively inexpensive analog 
video camera (e.g., RS-170, RS-330, NTSC, CCIR, 
PAL, or SECAM) that processes (i.e., modulates) 
the output from the FPA into a specific analog 
video format to be carried by a cable to a com-
puter, whereupon a specialized analog-to-digital 
(A/D) converter (called a frame grabber)11 turns the 
analog image data into discrete digital pixel data. 
Two issues are predominant: bandwidth and res-
ampling. The analog bandwidth B allocated to the 
video signal12 puts a limit on the horizontal reso-
lution the camera can provide (regardless of the 
number of photodetectors on the FPA), such that 
the varying analog voltage level in the video sig-
nal cannot have more than 2B independent values 
per second [27]. The resampling that occurs (the 
first sampling was at the FPA, the second at the 
frame grabber) almost always means that a pixel 
of digital image data has no direct correspond-
ence to a particular photodetector location on the 
FPA. For some applications, this can have serious 
ramifications to the design.

How the interface between optical analysis 
and electronic analysis is handled is up to the 
designer and the particular application, but the 
process warrants significant thought to avoid 
erroneous conclusions.

11 There are optional frame grabbers for digital cameras, without the A/D circuitry.
12 The video signal specifics, such as scan rate, blanking interval, and bandwidth, must be known.

1.2.3 Recommended Approach

This section has presented a very brief over-
view of optics and photodetectors in a practi-
cal way for the purpose of either designing or 
analyzing a vision sensor. Repetitive calcula-
tions can be made easily using a numerical 
analysis program such as MATLAB®, which 
can also provide insightful plots. More exten-
sive optical analysis, simulation, and design can 
be achieved with a program designed specifi-
cally for optics, such as Zemax®. Tools such as 
MATLAB and Zemax are extremely valuable 
for this purpose, can save a great deal of time, 
and help avoid dead ends for potential design 
approaches. A particularly handy figure of 
merit for an imaging system that is easy to cal-
culate and takes into account both optics and the 
detector array is Fλ/d, where F is the f-number, 
λ is the wavelength under consideration, and d 
is the detector size of one element of the FPA in 
the given direction, as discussed earlier [12, 13]. 
With this figure of merit, Fλ/d < 1 results in a 
detector-limited system, and Fλ/d > 1 results in 
an optics-limited system. When Fλ/d � 2, there 
is no aliasing possible, but this condition may 
result in too much image blur. See Holst [12, 13] 
for more detail.

1.3 BIOMIMETIC APPROACHES TO 
VISION SENSORS

Essentially all vision sensors developed by 
humans in the past and present are in some way 
biomimetic vision sensors. That is, humans stud-
ied how various animals see the world around 
them, then applied known principles of optics 
and light detection to mimic certain aspects of 
how animal vision systems evolved and thus 
created artificial vision sensors.13

13 Two optical techniques, zoom lenses and Fresnel lenses, have not yet been found in nature.
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There are at least 10 known variants of animal 
eyes [1, 28]. These 10 types can be grouped as 
either noncompound eyes or compound eyes. Of 
the noncompound eyes, the most frequently 
mimicked type for vision sensors is the refractive 
cornea eye, which is often called a camera eye, since 
it is very similar to how most cameras operate. 
This is the type of eye found in almost all mam-
mals, birds, reptiles, and most other terrestrial 
vertebrates. For completeness, we discuss this 
type of eye briefly in the next section. Of the 
compound eyes, the three most commonly 
mi micked types for vision sensors are the apposi-
tion eye, the optical superposition eye, and the neural 
superposition eye. We cover these types of eyes in 
more detail, since some of the most recent work 
in biomimetic vision sensors is based on them.

1.3.1 Camera Eye

Nearly all mammals, including humans, have 
camera eyes. As an example, Figure 1.12 is a 
highly simplified diagram of the human eye. 
The region between the cornea and the lens 
(the anterior chamber) is filled with a waterlike 
substance called the aqueous humor; the region 
behind the lens (the posterior chamber) is filled 
with an optically clear but somewhat gelatinous 
substance called the vitreous humor (or vitreous 
body). In this type of eye, the primary refractive 
power is due to the air/cornea optical inter-
face.14 An additional refractive effect is some-
times provided by an internal lens, such as the 
variable-shape crystalline lens that humans use 
to accommodate focus for close objects.

The use of significant refractive power allows 
the use of a relatively large aperture in the  
camera eye, permitting good light gathering and 
keeping the blur spot acceptably small 

14 Aquatic mammals must use a lens as the primary refractive element, since the index of refraction of water is very 
close to the indices of refraction of the cornea and the aqueous humor.

(necessary for good static acuity) in the short 
focal distance required of a compact vision 
organ.15 An artificial vision sensor based on a 
camera eye typically uses a single large-aperture 
lens or lens system (mimicking the cornea and 
lens) combined with a relatively large, high-
resolution focal plane array of photodetectors 
(mimicking the photoreceptors in the retina).

The human eye is a highly complex sensor 
that responds to electromagnetic stimuli at 
wavelengths of approximately 400–700 nm [29, 
30]; for obvious reasons this band is called the 
visible wavelength. Ambient light enters the cor-
nea and through the anterior chamber (contain-
ing the aqueous humor), through the pupil 
opening of the iris (which determines the effec-
tive aperture size), and through the crystalline 
lens and then passes through the vitreous humor 
before striking the retina. The retina consists of 
many layers of neural tissue that contains, 
among other things, the photoreceptors (rods, 
cones, and nonimaging photosensitive ganglion 

15 Due to aberrations in the human eye, the actual PSF is somewhat larger than the diffraction-limited Airy disk and has an 
approximately Gaussian shape. Aberrations are greater, and therefore the PSF is wider, for larger pupil diameters.
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FIGURE 1.12 Simplified cross-sectional diagram of the 
human eye.
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cells). Note that the centered optical axis is 
slightly different from the physiological visual 
axis; although both pass through the nodal point 
(optical center) of the eye, the latter is referenced 
to the fovea, which is the area of highest acuity 
vision on the retina.

To simplify practical calculations related to 
the human eye, a method of estimating spatial 
distances on the curved surface of the retina 
with sufficient accuracy is helpful. A straightfor-
ward technique to convert between angular 
span and spatial distance on the retina makes 
use of a simplified version of Hemholtz’s sche-
matic eye called the reduced eye model, shown in 
Figure 1.13 [31, 32]. Compare Figure 1.13 to  
Figure 1.1. In the reduced eye model, there is a 
single refractive surface having a 5.5 mm radius 
of curvature and a posterior nodal distance of 
16.7 mm. Since a ray passing through the nodal 
point is by definition an undeviated ray, an 
angular span in degrees can be equated to a 
spatial distance on the retina by

(1.10)16. 7 mm × tan (1◦) = 291. 5 µm/ deg.

As an example, the optic disk16 in a typical 
human eye is roughly circular and has a mean 
diameter of 1,800 µm [33]. This value has been 
found to be nearly constant in all humans 
regardless of race, sex, or age and is often used 
as a yardstick in fundus photographs [34]. From 
Eq. (1.10), we see that the optic disk subtends an 
arc of roughly 6.2°.

Note that because the human eye is not truly 
spherical, these distance calculations become 
less accurate as one moves away from the region 
of the fundus near the optic disk and fovea often 
referred to as the posterior pole [35]. However, the 
peripheral regions of the retina have no critical 
vision anatomy and so are not of great interest 
to designers of biomimetic vision sensors. There-
fore, the approximation of Eq. (1.10) will usually 
suffice.

It may be desirable to compare the spatial reso-
lution of a biomimetic vision sensor to that of the 
human eye. An often-quoted resolution limit for 
the human eye (based only on the diffraction-
limited point-spread function of the pupil) is 
1 min of arc (equivalent to 4.9 µm at the posterior 

16 The optic disk is the nearly circular blind spot where the optic nerve exits the orb of the eye; no photodetectors 
exist inside the area of the optic disk.

FIGURE 1.13 The reduced eye model for simplified calculations of human retinal distances.
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pole); this assumes a 2 mm pupil and illumina-
tion wavelength of 550 nm [7]. A normal (i.e., 
emmetropic) human eye that measures 20/20 on 
a standard eye chart sees with a resolution of 
approximately 1 min of arc. Perhaps not coinci-
dentally, the minimum separation of individual 
photoreceptors in the fovea [32] and the sampling 
theorem requirement of at least two samples per 
cycle of spatial frequency [27] together yield a 
physiological resolution limit for the eye of just 
over 1 min of arc [22], closely matching the theo-
retical optical resolution limit due to the diffrac-
tion-limited cutoff frequency of a 2 mm pupil in 
daylight. Certain types of acuity, such as vernier 
acuity, have been shown to exceed this theoretical 
resolution, most likely due to higher-level pro-
cessing in the brain’s visual cortex [32].

As mentioned earlier, the camera eye, of 
which the human eye is a particularly good 
example, is the basis on which nearly all stan-
dard cameras and vision sensors are based. 
Some optical system is used to bring an image 
to focus on an FPA, which then spatially samples 
the image. The FPA typically is rigidly attached 
to the sensor frame and cannot move. The focal 
length is also typically fixed (except for zoom 
lenses). With reference to Figure 1.1, if some par-
ticular object distance so is desired, the optical 
center (nodal point) of the lens or lens system is 
moved axially to ensure that the image distance 
si remains equal to the distance between the 
nodal point and the fixed FPA. This simple 
 camera-eye model can be used to analyze or 
design a wide variety of vision sensors. How-
ever, in search of capabilities beyond that of 
standard cameras and vision sensors, much of the 
recent work in the area of biomimetic vision sen-
sors has turned to models of the compound eye.

1.3.2 Compound Eye

Many insects and other species have com-
pound eyes. In this section we provide a basic 
description of compound eyes followed by three 
basic configurations as described by Land in a 

seminal work [36]. We then narrow our focus to 
the common housefly, M. domestica, and describe 
its vision processes in some detail, including the 
feature of motion hyperacuity. A review of phys-
ical sensors and navigation systems inspired by 
the insect world is then provided. We conclude 
with potential applications for these specialized 
sensors. This section is based in part on several 
previous journal papers on this topic [37–40].

Compound eyes have been around for some 
time. Trilobites featured compound eyes, and 
they existed from approximately 500 million to 
250 million years ago [41]. Compound eyes are 
also quite common in insects. Insect compound 
eyes are quite mobile relative to the head. This 
allows advanced features such as a wide field of 
view and depth perception by employing stereo 
vision [41].

Depending on specific species, a compound 
eye includes hundreds to tens of thousands of 
individual hexagonal-shaped facet lenses. Each 
individual lens is composed of a chitinous-type 
material that serves as the cornea for the primary 
modular vision unit of the compound eye, called 
an ommatidium. The lens ranges in size from 15 
to 40 µm, again depending on species [41].

The ommatidia form a repeatable pattern 
across the curved surface of the compound eye. 
The angle between adjacent ommatadia, called 
the interommatidial angle, ranges from 1 to 2 
degrees, depending on species. As we shall see, 
this angle has a large impact on determining the 
resolving power of the eye [41].

After light enters the facet lens, it passes 
through and is focused by the crystalline cone. 
The cone is made up of a transparent solid mate-
rial and focuses the impinging light on the prox-
imal end of the rhabdom. The rhabdom channels 
the light to the photosensitive receptors called 
rhabdomeres [41].

1.3.2.1 Types of Insect Compound Eyes
Land described three basic configurations of 
insect vision: apposition, superposition, and 
ne u ral superposition compound eyes [36].  
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These three configurations are illustrated in 
Figure 1.14. The primary difference between the 
configurations is the way light is routed and pro-
cessed. Because of these differences, each com-
pound eye configuration has its own inherent 
advantages and disadvantages. Insect species 
are equipped with a specific configuration that 
is best suited for the role the insect has in nature 
and the activities it accomplishes.

In the apposition compound eye, the rhabdom 
is in direct contact with the apex of the crystal-
line cone. Each cone and rhabdom are insulated 
by light-absorbing pigments such that light 
leakage to lateral, adjacent structures is signifi-
cantly reduced [41]. The individual light-gathering  
contributions from each rhabdomere are pooled. 
The spatial acuity of the apposition compound 
eye is primarily determined by the interomma-
tidial angle (Δθ) described by

where D is the diameter of the facet lens, and R 
is the local radius of curvature of the eye [36, 42]. 
As shown in Figure 1.14a, Δθ describes the 
angular displacement between adjacent omma-
tidia, thus the name interommatidial angle.

The optical superposition eye pools light from 
adjacent ommatidia as shown in Figure 1.14b. 
Because there is no pigment between adjacent 

(1.11)�θ = D/R,

crystalline cones, light exiting multiple cones 
may fall on the same rhabdom. This effectively 
enhances the light-gathering capability of this 
insect vision configuration, but it reduces the 
effective acuity due to the blurring effect of spa-
tial superposition [41].

In the neural superposition eye, illustrated in 
Figure 1.14c, one rhabdomere in seven adjacent 
ommatidia shares an overlapped field of view 
with one another. This results in overlapping, 
Gaussian sensitivity patterns for the individual 
light-sensitive cells. These overlapped fields of 
view provide a motion resolution greater than 
that implied by the photoreceptor spacing of the 
retinal array, a phenomenon known as motion 
hyperacuity [43].

1.3.3 Visual Processing

Let us now review the vision-processing mecha-
nisms of various biological species, followed by 
a more in-depth view of the common housefly 
vision system. It is important to study these pro-
cesses because they inspire the development of 
sensors and the processing of their respective 
outputs. We look at early processes that occur in 
the first several cellular levels and at more com-
plex processing. Our coverage of these topics is 

∆θ

(a) (b) (c)

FIGURE 1.14 The three primary insect vision configurations: (a) apposition eye, (b) superposition eye, and (c) neural 
superposition eye. Adapted from Ref. 36.
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brief. The literature provides a rich heritage of 
this extensive body of work.

In the early vision processes, there is consider-
able visual information to be gleaned from the 
photoreceptors and their interaction with the 
first several cellular layers. There is enough evi-
dence in the literature that fairly significant 
vision processes may take place early in the 
vision system (prior to the brain). For example, 
several researchers studying single-unit recor-
dings in early vision processes of various orga-
nisms found visual neurons that had sensitivity to  
moving images [44–46]. Specifically, they noted 
the impulse rates of specific cells were modified 
by changes in the visual stimulus direction. Marr 
also posited that primitive forms of object recog-
nition may take place on the retina. He noted that 
single neurons may perform more complex pro-
cessing tasks than had been previously thought, 
including the ability to detect pattern elements 
and to discriminate the depth of objects [2]. Marr 
based his conclusions on the experiments con-
ducted on frogs by Barlow, who observed that 
the frog’s selective stimulation of neurons at the 
retinal layer served as bug detectors. That is, the 
neurons were providing a primitive form of 
object recognition on the retina [2, 44].

1.3.3.1 Optical Flow
Additional work by Nakayama and Loomis 
further supported sophisticated processing at 
the retinal level. These researchers postulated 
that center-surround motion-detection neurons 
exist and are directionally sensitive to different 
stimuli [47]. Several motion-detector cells, with 
different orientation sensitivities, feed a higher-
order convexity cell to produce optical flow. 
Optical flow is the apparent motion of surfaces 
or objects in a scene, resulting from the motion 
difference between the observer and a scene. An 
example of optical flow, as discussed in Chapter  
9 by Chahl and Mizutani, is evident when driv-
ing a vehicle: when we looking straight ahead, 
objects appear to be stationary; as we shift 
our gaze gradually to the side, objects in the 

peripheral field of view appear to move faster. 
Sensors that are specifically sensitive to optical 
flow have been designed [48, 49].

The elegance of the Nakayama–Loomis  
theory is the ability to compute optical flow glob-
ally by employing local, simple neuronal net-
works, as depicted in Figure 1.15. Work by 
O’Carroll on dragonflies further noted that these 
and other related insects possess neurons that are 
tuned for detecting specific pattern features such 
as oriented line edges and moving spots [50].

1.3.3.2 Motion Processing
The literature includes a considerable body of 
work that has been accomplished to describe 
vision and motion processing at higher-order 
process regions of the vision system. There are 
four broad categories of motion-processing 
models [43, 51]:

•	 	Differential-	or	gradient-	based	models	
employing first and second derivatives to 
determine velocity;

•	 Region-	or	feature-based	matching	to	
determine movement between adjacent 
temporal image scenes (frames);

-

FIGURE 1.15 Convexity cell for extracting optical flow. 
Adapted from Ref. 47.
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•	 Phased-based	models	employing	an	array	of	
band-pass filters that parse the incoming 
signal according to scale, speed, and 
orientation; and

•	 	Energy-	or	frequency-based	methods	that	
quantify the output energy from velocity-
tuned Gabor filters [52–54].

Nakayama provided a generalized model of 
motion processing divided into several stages, 
as shown in Figure 1.16. This model conceptu-
ally describes the four different broad categories 
of motion-processing models. Nakayama’s gene-
ralized model is divided into three stages: an 
input receptor field stage, a directionally sensi-
tive processing stage, and an integration stage. 
The input receptor field stage consists of a num-
ber of receptors sensitive to spatial position and 
frequency on the retinal image. This stage feeds 
the directionally sensitive stage that provides as 
outputs directionally sensitive and velocity- 
specific outputs. This stage combines, by addi-
tion or multiplication, the time-delayed input 
from an input receptor field with the immediate 

output from a physically displaced (�s) input 
receptor field. The final stage spatially and tem-
porally integrates the outputs from the direc-
tionally sensitive stages to provide a motion 
signal [43].

Space does not permit a detailed discussion 
of each motion model; we concentrate here on 
one of the best-known models, developed by 
Hassenstein and Reichardt. Borst reported that 
Hassenstein and Reichardt met as young men 
during World War II and decided to combine 
their talents in biology and physics [55, 56]. They 
collaboratively developed a motion model based 
on their observations of the optomotor response 
of the beetle. Borst and Egelhaaf provided an 
excellent description of this motion-detection 
algorithm [56, 57]. An illustration, adapted from 
their work, is provided in Figure 1.17.

To detect motion, a stimulus must be viewed 
by two different photoreceptors that are dis-
placed from one another by a distance �s. If an 
object is moving from left to right, it will first be 
seen by photoreceptor A and then some time 
later by photoreceptor B. As show in Figure 1.17, 

∆

∆
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FIGURE 1.16 Generalized model of motion processing. Adapted from Ref. 43.



 1.3 BIOMIMETIC APPROACHES TO VISION SENSORS 25

the view as seen by photoreceptor A is time 
delayed by τ and then multiplied by the immedi-
ate response from photoreceptor B. If the two 
photoreceptors have seen the same stimulus, 
there will be a high correlation, as indicated by 
a large response from the multiplier. The left-to-
right motion is said to be in the preferred  direction 
for this arrangement see Figure 1.17a. On the 

other hand, a stimulus traveling from right to 
left (termed the null direction) will have a mini-
mal response from the multiplier stage; see 
 Figure 1.17b.

To detect motion in both directions for a given 
pair of photoreceptors, a mirror-image configu-
ration of hardware is added; see  Figure 1.17c. 
This results in a large positive response in the 

τ
∆

τ

τ

τ

τ

τ
∆

τ

τ

τ

τ

τ

∆

τ

τ

τ
τ

τ

Σ

τ τ

(b)(a)

(c)
FIGURE 1.17 Hassenstein–Reichardt model of motion processing: (a) preferred direction, (b) null direction, and (c) motion 
director. Adapted from Refs. 55–57.
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preferred direction and a large negative response 
in the null direction.

In a physical sensor system based on this 
algorithm, the motion detector may be tuned to 
specific speeds of interest by varying the time 
delay and the physical displacement between a 
pair of sensing elements. An array of such detec-
tors could be developed to detect a wide range 
of motion velocities and directions.

In addition to motion processing, other vision 
processes of interest include light adaptation 
and lateral inhibition.

1.3.3.3 Light Adaptation
Many vision systems must be able to view 
scenes with illumination levels that span mul-
tiple orders of magnitude. That is, the system 
must be able to operate from very low-light con-
ditions to very high levels of illumination. This 
requires some mechanism for adaptation over a 
wide range of illuminance levels. Different spe-
cies use a variety of light adaption mechanisms, 
including photomechanical mechanisms such 
as pupil changes, intensity-dependent summa-
tion mechanisms in both space and time, pho-
tochemical processes, and neuronal responses 
[58].

In M. domestica, two different processes are 
employed: chemical mediation of the photore-
ceptor response and membrance modification of 
the rhabdomeres to adjust the amount of light 
reaching the photoreceptors [58]. The fly further 
conditions the light via a log transform-subtraction- 
multiplication cellular-based algorithm. The  
signal is first logarithmically compressed. The 
average of surrounding ommatidia is then sub-
tracted from the log-compressed signal, which 
removes the mean background illumination. 
The final multiplication step provides a gain to 
match the signal to the dynamic range of the 
monopolar cells [58]. Dean has used a special 
implementation of this algorithm to develop a 
sensor system that operates over a wide dynamic 
illumination range [59–61].

1.3.3.4 Lateral Inhibition

Another important vision process is lateral inhi-
bition. Lateral inhibition allows an excited cell to 
mediate the response of its neighbors. This pro-
vides for an overall improvement of response. 
The concept of lateral inhibition was investi-
gated by Hartline et al. in the horseshoe crab 
(Limulus polyphemus) [62].

The horseshoe crab is equipped with com-
pound eyes with approximately 800 ommatidia 
per eye. The visual axis of the ommatidia 
diverge, with a slight overlap between adjacent 
pairs. Hartline et al. reported that each omma-
tidium functions as a single receptor unit. That 
is, each ommatidia has its own single nerve 
fiber. There is also an extensive system of cross-
connecting strands of nerve fibers [62].

In a series of experiments, Hartline et al. illu-
minated a single ommatidium to elicit a response 
in its corresponding nerve fiber. The nerve fiber 
provided an output of approximately 65 impulses 
per second. Ommatidia near the original were 
then illuminated to determine their effect on the 
response. Hartline et al. found that when the sur-
rounding light was activated, it inhibited the 
response and decreased the number of pulses. 
When the surrounding light was removed, the 
original ommatidial response returned to its pre-
vious value [62]. For this investigative work in 
lateral inhibition, Ragnar Granit, Haldan Hart-
line, and George Wald received the 1967 Nobel 
Prize for Physiology or Medicine. Recently, 
Strube has modeled lateral inhibition in an array 
of fly-inspired biomimetic ommatidia and 
showed a significant improvement in edge 
detection capability [63]. Also, Petkov et al. have 
used the response of Gabor filters to model late-
ral inhibition [64].

1.3.3.5 Navigation

Srinivasan has studied the honeybee in great 
detail and developed a hypothesis sup-
ported by experimental observations that have 
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implications for the development of bio-inspired 
navigation systems for robots and unmanned 
aerial vehicles. Through these observations, 
Srinivasan has concluded that bees demonstrate 
complex behavior derived from optical flow 
[65]. Specifically, bees:

•	 	Gauge	distance	traversed	en	route	by	
integrating the apparent motion of the 
visual scene. This integration appears to be 
independent of the contrast and spatial 
frequency content (structure) of the scene.

•	 Maintain	equidistant	separation	from	tunnel	
walls by balancing the images as seen by 
each eye as the tunnel is traversed. This is 
accomplished by holding the average image 
velocity constant between the two eyes.

•	 	Maintain	a	controlled	landing	on	a	horizon-
tal surface by maintaining a constant 
average image velocity for the surface 
approach. This is accomplished by main-
taining a forward speed that is approxi-
mately proportional to altitude.

For a closer investigation of the visual system, 
in the next section, we concentrate on a single 
species: M. domestica.

1.4 CASE STUDY: MUSCA 
DOMESTICA VISION SENSOR

Dipterans, such as M. domestica, are flying insects 
equipped with two wings and two balancers; 
they exhibit a highly parallel, compartmenta-
lized, analog vision system of the neural supers-
position type [42, 66]. The primary visual system  
of the housefly consists of two compound eyes 
equipped with approximately 3000 ommatidia 
per eye. As previously discussed, an ommati-
dium is the major modular structural unit of the 
compound eye. Each ommatidium of the house-
fly is equipped with a cutinous, hexagonal, 
25 µm diameter facet lens and a cone-shaped 

lens with a complement of photoreceptors, as 
shown in Figure 1.18 [41, 66–68].

Figure 1.18 shows how six photoreceptors 
(R1–R6) surround two coaxially aligned photo-
receptors (R7, R8) in an irregular pattern; R1–R6 
terminate in the neurons of the lamina, whereas 
R7 and R8 bypass the lamina and connect 
directly to the medulla [41, 66–68]. The photo-
receptors function as transducers to convert 
light energy into ionic current, and are thought 
to be sensitive to both magnitude and angle of 
the impinging light. The angular sensitivity of 
each photoreceptor has a profile that is approxi-
mately Gaussian [41, 69–74], as depicted in  
Figure 1.18.

Six photoreceptors (R1–R6) contribute to 
the neural superposition effect; the remaining 
two photoreceptors (R7, R8) bypass the lamina 
and are therefore not directly involved in neu-
ral superposition. For the purposes of this dis-
cussion of neural superposition, we will 
concentrate on R1–R6. As previously described 
for a neural superposition compound eye, 
each individual photoreceptor (R1–R6) is con-
nected in the lamina with five other common 
view photoreceptors from adjacent omma-
tidia. This is depicted in the cross-sectional 
view of six adjacent ommatidia on the far-left 
side of Figure 1.18. Pick carefully studied this 
arrangement and reported that the axis of the 
receptors converge at a distance of 3–6 mm in 
front of the corneal surface. This provides for 
a substantial gain in light sensitivity. It also 
results in a slight blurring of the image, but, 
as Pick noted, it provides the fly with the abi-
lity to determine the distance from an object 
by sensing the imbalance of response from the 
photoreceptor grouping [75]. The resulting 
overlapped Gaussian profile responses are 
depicted in Figure 1.18.

Photoreceptor signals from R1–R6 are then 
combined and processed in the lamina by 
monopolar cells L1 and L2 [76]. There is some 
disagreement concerning the function of the L1 
and L2 cells. Some hypothesize the cells could 
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be encoding signals with position information 
[77,  78]; others have concluded that the 
responses of L1 and L2 to motion and flicker are 
indistinguishable at equivalent contrast fre-
quencies and are therefore not motion-specific 
[79]. Juusola concluded that the large monopo-
lar cells contribute to the light adaption mecha-
nisms previously described [74]. Although the 
exact roles of the L1 and L2 monopolar cells 
remain elusive, there is a rich body of work 
contained in the literature to inspire sensor fea-
ture development.

Another monopolar neuron in the lamina, 
designated L4, is connected distally to the L1 
and L2 monopolar cells. The parent cartridge 
L4 cell is also proximally connected to two 
neighboring cartridges. However, Strausfeld 
has shown that L4 meets components of six 
other L4 cells from six neighboring cartridges. 
This i nterconnected network of L4 cells 

provides a regular and orderly array of cellular 
interconnections across the fly’s eye. Many of 
the vision processes previously described (e.g., 
motion, flow, lateral inhibition, etc.) require 
connections to adjacent ommatidia. The L4 net-
work provides such a mechanism for these con-
nections [79].

Nakayama defined hyperacuity as visual 
localization better than that which would be 
predicted purely by photoreceptor spacing [43]. 
The common housefly, equipped with a neural 
signal from each photoreceptor that projects into 
a cartridge, shares a common visual axis and 
thus views an overlapped sample of the same 
point in space [75, 77, 78, 80]. As previously 
mentioned, Pick reported that photoreceptors 
do not share precisely the same visual axis and 
are slightly misaligned with one another [75]. 
Some have hypothesized that the fly would not 
maintain such a misalignment if the eye was not 

FIGURE 1.18 Schematic diagrams of ommatidial structure and the Gaussian-shaped photoreceptor sensitivity. Monopolar 
cells such as L1, L2, and L4 exist in the lamina.
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enjoying some advantage with the disparate 
photoreceptor axes [77, 78]. Though the photo-
receptor response in M. domestica is Gaussian-
shaped, hyperacuity may also be achieved with 
other continuous, nonlinear functions.

Luke et al. studied the requirements for 
motion hyperacuity in detail. Motion hyperacuity 
is defined as the ability of an imaging system to 
detect object motion at a much finer resolution 
than photoreceptor spacing would suggest. It 
should not be confused with static hyperacuity 
such as the subpixel resolution of line pairs. It is 
interesting to note that the fly has relatively poor 
resolution in terms of static hyperacuity of a 
random, unknown visual scene [40].

A traditional imaging system is compared to 
a motion hyperacuity–capable system in Figure 
1.19. A traditional imaging system, shown in 
only the x direction, consists of a series of pixel 
elements with a rectangular function response 
profile. To detect motion (�x), sufficient move-
ment must occur such that there is a detectable 
change in pixel response. With the flat, rectan-
gular profile, considerable movement relative to 
the pixel width must occur before a detectable 
response occurs. On the other hand, a motion 
hyperacuity system has overlapping Gaussian-
shaped profiles that detect movement immedi-
ately in the primary pixel and in those adjacent 
to it. The limit of detectability is the noise floor 
of the system, or the contrast limit. Luke et al. 
have shown that careful control of both preblur-
ring of each pixel and the pixel spacing can opti-
mize motion-detection capability of a biomimetic 
vision sensor [40].

1.5 BIOMIMETIC VISION SENSOR 
DEVELOPMENTS

A brief review of some past and recent develop-
ments in biomimetic vision sensors is presented 
in this section. Pointers to the literature are 
provided to allow readers to obtain additional 
information on specific projects.

Many sensors based on the compound eye 
have been developed. In 1979, Angel developed 
an imaging system for an X-ray telescope based 
on the eye of macruran crustaceans such as the 
lobster. The lobster eye consists of a series of 
small, rectangular-shaped tubes with reflective 
internal surfaces. The tubes are arranged on a 
spherical surface with their axes radiating from 
the center of the eye. The reflective nature of the 
tubes coupled with their orientation produce a 
focusing effect identical to a reflective-type tele-
scope [81].

Several sensors have been developed based 
on the apposition compound eye. Currin deve-
loped a point-tracking system using three 
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FIGURE 1.19 Traditional pixel imaging (a) compared to a 
motion hyperacuity-capable imaging system (b). Adapted 
from Luke et al. [40].
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gradient index (GRIN) lenses with overlapping 
fields of view. The system was designated the 
Multi-Aperture Vision System (MAVS) [82].

Bruckner et al. [83] developed an array of sen-
sors based on the apposition compound eye. In 
their design, an array of pinhole aperture photo-
sensors was coupled with a microlens array in a 
layered arrangement. The pitch of the two arrays 
was dissimilar, which enabled different viewing 
directions of the separate optical channels. The 
Gaussian overlapped response of neighboring 
sensors in the array provided for the localization 
of a point source with hyperacuity. 

Ogata et al. [84] also employed a layered sen-
sor technique to develop an apposition-style 
8 × 8 sensor. The sensor consisted of microlens, 
pinhole, and photodiode arrays in tightly cou-
pled layers. Jeong et al. [85] developed tech-
niques to manufacture a biologically inspired 
three-dimensional, spherical compound eye 
employing microlens technology. They noted 
that a light from a distant point source imping-
ing on the omnidirectional array would have a 
different coupling efficiency with each omma-
tidium [85]. 

Tanida et al. [86–88] developed a compact 
image-capturing system designated TOMBO 
(Thin Observation Module for Bound Optics). 
The TOMBO system employs compound-eye 
imaging optics to capture a series of rendered 
images to obtain the object image. 

Hoshino et al. [89] developed an insect-
inspired retina chip that integrates a microlens 
array, a photodiode array, and an electrostatically 
driven scanning slit. This system can image a 
contrast grating with high temporal resolution.

Considerable work has been devoted to the 
development of a sensor based on neural super-
position compound eyes [37, 39, 40]. In neural 
superposition eyes, the overlapping Gaussian 
photoreceptor acceptance profiles provide for 
motion hyperacuity. To achieve the overlapped 
response, a variety of optical configurations have 
been employed, including optical fibers equipped 
with ball lens, off-the-shelf photodiodes, and 

optical fibers equipped with small lensets [40]. 
Each of these configurations is depicted sche-
matically in Figure 1.20, with the corresponding 
physical sensor prototypes shown in Figure 1.21. 
Wilcox et al. developed a VLSI-based array of 
neural superposition sensors that demonstrated 
hyperacuity [77, 78].

Several research groups have developed a 
number of bio-inspired processors that provide 
for optic flow and aerial vehicle navigation.  
Harrison et al. compiled a noteworthy body of 
work based on the fly’s flow-field processes. 
After studying the fly’s system in detail, Harri-
son rendered silicon-chip flow-field generators. 
He developed a single-chip analog VLSI sensor 
that detects imminent vehicle collisions by 
measuring radially expanding optic flow based 
on the delay-and-correlate scheme similar to 
that first proposed by Reichardt [90, 91]. Pudas 
et al. also developed a bio-inspired optic flow-
field sensor based on low-temperature co-fired 
ceramics (LTCC) technology. The process pro-
vides reliable, small-profile optic-flow sensors 
that are largely invariant to both contrast and 
spatial frequency [92].

Netter and Franceschini have demonstrated 
the ability to control a model unmanned aerial 
vehicle (UAV) with biologically inspired opti-
cal flow processes [93], based on earlier work 
by Aubépart and Franceschini [48]. A model 
UAV was equipped with a 20-photoreceptor 
linear array. The photoreceptor outputs were 
processed by 19 analog elementary motion 
detectors (EMDs). Each of the EMDs detects 
motion in a particular direction within a limited 
field of view. The overall output from the EMD 
is a pulse of which the voltage is proportional 
to the detected speed. Terrain-following capa-
bility was achieved in the model setup by vary-
ing thrust such that the measured optical flow 
was adjusted to the reference optical flow. Other 
approaches to hardware sensors that are specifi-
cally sensitive to optical flow have been 
designed by researchers such as Chahl and 
Mizutani [49], discussed further in Chapter 9.
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O’Carroll and Brinkworth developed a detailed 
model for optic flow coding based on the insect 
vision system. The motion detector employed in 
the project is based on the Hassenstein–Reichardt 
algorithm. They tested the model under a variety 

of conditions and concluded that accurate and 
robust detection of global motion is possible 
using low-resolution optics and simple mathe-
matical operations that may be implemented in 
digital or analog hardware [51].
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FIGURE 1.20 Optical front-end schematics of neural-superposition-based sensors capable of motion hyperacuity. 
Adapted from Ref. 40.
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1.6 CONCLUDING REMARKS

Biomimetic vision sensors are inspired by what 
we have learned about various methods of vision 
that have evolved in the animal kingdom, and 
they may be employed in a wide variety of appli-
cations. Common configurations of digital cam-
eras and other traditional vision sensors were 
shown to be based on the mammalian camera 
eye. Less-traditional biomimetic sensors have 
been based on the compound-eye configurations 
found in many insects, and these insect-eye sen-
sors can provide capabilities not matched by tra-
ditional vision sensors. Research is ongoing to 
employ fly-eye types of biomimetic vision systems 
in small unmanned aerial systems, aerial system 
obstacle avoidance, and high-speed inspection in 
the manufacturing and transportation industries. 
Also, they have been employed in robotic applica-
tions as discussed in Chapters 5 and 9. Although 
they are not, in general, intended to supplant 

traditional imaging systems and vision sensors, 
they can provide enhanced results for specific 
applications. Thus, the greatest anticipated use of 
nontraditional biomimetic sensors is in a hybrid 
design, where both camera-eye and compound-
eye designs can complement each other.
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Noise Exploitation and  

Adaptation in Neuromorphic 
Sensors

Prospectus
Even though current micro-nano fabrication technology  
has reached integration levels at which ultra-sensitive 
sensors can be fabricated, the sensing performance 
(bits per Joule) of synthetic systems are still orders  
of magnitude inferior to those observed in neuro-
biology. For example, the filiform hair in crickets 
operates at  fundamental limits of noise and energy 
efficiency. Another example is the auditory sensor in 
the parasitoid fly Ormia ochracea that can precisely 
localize ultra-faint acoustic signatures in spite of the 
underlying physical limitations. Even though many 
of these biological marvels have served as inspirations 
for different types of neuromorphic sensors, the main 
focus of these designs has been to faithfully replicate 
the biological functions, without considering the 
constructive role of noise. In manmade sensors, device 
and sensor noise are typically considered nuisances, 
whereas in neurobiology noise has been shown to 
be a computational aid that enables sensing and 
operation at fundamental limits of energy efficiency 
and performance. In this chapter, we describe some 
of the important noise exploitation and adaptation 
principles observed in neurobiology and how they can 
be systematically used for designing neuromorphic 
sensors. Our focus is on two types of noise exploitation 
principles, namely, (a) stochastic resonance and (b) 
noise shaping, which are unified within a framework 

called ΣΔ learning. As a case study, we describe the 
 application of ΣΔ learning for the design of a miniature 
acoustic source localizer, the performance of which 
matches that of its biological counterpart (O. ochracea).

Keywords
Acoustic sensors, Adaptation, Localization, Neuro-
morphic sensors, Neurons, Noise exploitation, Noise 
shaping, Signal-to-noise ratio, Spike-time-dependent 
plasticity (STDP), Stochastic resonance, Synapse

2.1 INTRODUCTION

Over the last decade significant research effort  
has been expended in designing systems 
inspired by biology. Neuromorphic engineer-
ing constitutes one such discipline in which the 
objective has been to design sensors and systems 
that mimic or model the physical principles 
observed in neurobiology [1–3]. The key moti-
vation behind this effort has been to reduce the 
performance gap that exists between neurobio-
logical sensors and their synthetic counterparts. 
For instance, it has been known that biology, in 
spite of its physical and fundamental limitations, 
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can overcome constraints imposed by noise 
and environmental artifacts to achieve remark-
able performance (illustrated in Figure 2.1). For 
example, the parasitoid fly (Ormia ochracea) can 
localize the sound of crickets with a remarkable 
accuracy of less than 2°. Even though the fly’s 
eardrums are spaced less than 0.5 mm apart, it 
can successfully overcome the physical con-
straints due to sound propagation and resolve 
localization cues of less than 50 ns [4]. Another 
marvel of biology is the filiform hair in the 
cricket (Acheta domestica) that exhibits exquisite 
vibration-sensing capabilities. These mechano-
receptive sensory hairs have been shown to be 
capable of sensing vibrations as low as tens of 

μm/s flow speed, even in the presence of large 
ambient noise [5]. Yet another example is the 
electro sensory receptors in the paddlefish (Poly
odon spathula) that the fish uses to sense and 
localize plankton, even in the presence of ambi-
ent aquatic turbulence [6]. A similar mechanism 
is also found in the electric fish (Apteronotus albi
frons) where the performance of the receptors 
has been shown to supersede the state-of-the-
art manmade impedance spectroscopy systems. 
Using neurobiological techniques, the organs 
of the electric fish can monitor microvolt-level 
voltage perturbations caused by surrounding 
objects and detect small prey at distances greater 
than 25 mm [7, 8].

Parasitoid fly,
Ormia ochracea   

Sound
localization 

It has localization ability to
the sound sources within 2 
degrees azimuth [4].    

Cricket, 
Acheta domestica

Acoustic  or
flow sensing 

Mechanosensory system can 
recognize weak, low- 
frequency air current  in 

tens of  Hz [5].

Paddle fish,
Polyodon spathula  

Electric 
sensing

The input stimulus is far too 
weak to induce firing events, 

but the added environmental 

noise enhances the detection  

[6].

Electric fish,  

Apteronotus
albifrons

Electric 

sensing

It detects small prey in the 

dark at a distance of 

approximately 1.2 –5.8 cm  

in time course of distance  

35 µs/cm [7,8].  

FIGURE 2.1 Efficient sensing in organisms of sound localization, flow sensing, and electric sensing. (Images from Wiki-
pedia and Encyclopedia of Life.)
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To date neuromorphic systems have attempted 
to mimic the functionalities of these sensory 
organs, among many other neurobiological struc-
tures, such as the cochlea and retina [9]. Except 
for a few cases, the performance of most neuro-
morphic architectures falls far short of that of 
their biological counterparts in terms of sensing 
capabilities and energy efficiency. One of the pri-
mary reasons for this performance gap could be 
that the design principles focus mainly and only 
on enhancing the system’s signal-to-noise ratio 
(SNR) by alleviating system artifacts like noise, 
nonlinearity, and sensor imperfections. In biology,  
however, noise and nonlinearity play a construc-
tive role where by sensing and signal detection 
are in fact enhanced due to these system artifacts. 
For instance, it has been shown that the ability of 
the paddlefish (P. spathula) to localize and capture 
plankton is significantly enhanced when different 
amplitudes of random noise are intentionally 
added to its environment [6]. In biology, learning 
and adaptation also play key roled in noise 
exploitation by shaping the system signal and 
system noise in the frequency domain.

The purpose of this chapter is to describe 
some of the important noise exploitation and 
adaptation principles observed in neurobiology 
and show how they can be used for designing 
neuromorphic sensors. The chapter is organized 
as follows: Section 2.2 briefly introduces the 
organization of a typical neurobiological sen-
sory system and includes a brief overview of the 
structure of a neuron, synapses, and different 
types of neural coding. Section 2.3 provides an 
overview of two noise exploitation principles: 
(a) stochastic resonance (SR) and (b) noise shap-
ing. Section 2.4 describes the adaptation mecha-
nisms in neural systems with a focus on plasticity 
and learning. Section 2.5 presents a case study 
of a neuromorphic acoustic source sensor and 
localizer that emulates the neurobiological prin-
ciples observed in the parasitoid fly (Ormia 
ochracea). The chapter concludes in Section 2.7 
by discussing open problems and challenges in 
this area.

2.2 ORGANIZATION OF 
NEUROBIOLOGICAL SENSORY 

SYSTEMS

The typical structure of a neurobiological sensory 
system is shown in Figure 2.2. The system con-
sists of an array of sensors (mechanoreceptors, 
optical, or auditory) that are directly coupled 
to a group of sensory neurons, also referred to 
as afferent neurons. Depending on the type of 
sensory system, the sensors (skin, hair, retina, 
cochlea) convert input stimulus such as sound, 
mechanical, temperature, or pressure into electric 
stimuli. Each of the afferent neurons could poten-
tially receive electrical stimuli from multiple sen-
sors (as shown in Figure 2.2), an organization that 
is commonly referred to as the sensory receptive 
field. 

For example, in the electric fish, the electro-
sense receptors distributed on the skin detect a 
disruption in the electric field (generated by the 
fish itself) that corresponds to the movement 
and identification of the prey. The receptive field 
in this case corresponds to electrical intensity 
spots that are then encoded by the afferent neu-
rons using spike trains [10]. 

The neurons are connected with each other 
through specialized junctions known as synapses. 
While the neurons (afferent or non-afferent)  
form the core signal-processing unit of the sen-
sory system, the synapses are responsible for 
adaptation by modulating the strength of the 
connection between two neurons. The dendrites 
of the neurons transmit and receive electrical 
signals to and from other neurons, and the soma 
receives and integrates the electrical stimuli. The 
axon, which is an extension of the soma, trans-
mits the generated signals or spikes to other 
neurons and higher layers.

The underlying mechanism of a spike or 
action-potential generation is due to unbalanced 
movement of ions across a membrane, as shown 
in Figure 2.3, which alters the potential diffe-
rence between the inside and the outside of the 
neuron. In the absence of any stimuli to the 
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neuron, the potential inside the membrane with 
respect to the potential outside the membrane is 
about −65 mV, also referred to as the resting 
potential. This potential is increased by the influx 
of sodium ions (Na+) inside the cell, causing 
depolarization, whereas the potential is decreased 
by the efflux of potassium ions (K+) outside the 
cell, causing hyper polarization Once the action 
potential is generated, the Na+ ion channels are 
unable to reopen immediately until a built-up 
potential is formed across the membrane. The 
delay in reopening the sodium channels results 
in a time period called the refractory period, as 
shown in Figure 2.3, during which the neuron 
cannot spike.

The network of afferent spiking neurons can 
be viewed as an analog-to-digital converter, 
where the network faithfully encodes different 
features of the input analog sensory stimuli using 

a train of spikes (that can be viewed as a binary 
sequence). Note that the organization of the 
receptive field introduces significant redundancy 
in the firing patterns produced by the afferent 
neurons. At the lower level of processing, this 
redundancy makes the encoding robust to noise, 
but as the spike trains are propagated to higher 
processing layers this redundancy leads to deg-
radation in energy efficiency. Therefore, the net-
work of afferent neurons self-optimizes and 
adapts to the statistics of the input stimuli using 
inhibitory synaptic connections.

The process of inhibition (among the same 
layer of neurons) is referred to as lateral inhibition, 
where by the objective is to optimize (reduce) the 
spiking rate of the network while faithfully cap-
turing the information embedded in the recep-
tive field. This idea is illustrated in Figure 2.2, 
where the afferent neural network emphasizes 

g

Sensors

Region of stimuliBasic sensory system

Inhibitory connection Synapse

Afferent 
neurons

Receptive
field

Neuron

Higher-
level

neurons

Sensors

FIGURE 2.2 Organization of a generic neurobiological sensory system. Images adapted from Wikipedia and Ref. 11.
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the discriminatory information present in the 
input spike trains while inhibiting the rest. This 
not only reduces the rate of spike generation at 
the higher layer of the receptive field (leading to 
improved energy efficiency), but it also opti-
mizes the information transfer that facilitates 
real-time recognition and motor operation. 
Indeed, later inhibition and synaptic adaptation 
are related to the concept of noise shaping. Before 
we discuss the role of noise in neurobiological 
sensory systems, let us introduce some mathe-
matical models that are commonly used to cap-
ture the dynamics of spike generation and 
spike-based information encoding.

2.2.1  Spiking Models of Neuron and 
Neural Coding

As a convention, the neuron transmitting or 
generating a spike and incident onto a synapse 

is referred as the presynaptic neuron, whereas 
the neuron receiving the spike from the syn-
apse is referred as the postsynaptic neuron (see 
Figure 2.3). Also, there are two types of synapses 
typically encountered in neurobiology: excita-
tory synapses and inhibitory synapses. For 
excitatory synapses, the membrane potential of 
the postsynaptic neuron (referred to as the excita
tory postsynaptic potential, or EPSP) increases, 
whereas for inhibitory synapses, the membrane 
potential of the post-synaptic neuron (referred 
to as the inhibitory postsynaptic potential, or IPSP) 
decreases.

It is important to note that the underlying 
dynamics of EPSP, IPSP, and the action potential 
are complex and several texts have been dedi-
cated to discuss the underlying mathematics 
[12]. Therefore, for the sake of brevity, we only 
describe a simple integrate-and-fire neuron 
model that has been extensively used for the 
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FIGURE 2.3 Mechanism of spike generation and signal propagation through synapses and neurons. (Images from 
Wikipedia.)
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design of neuromorphic sensors [9] and is 
sufficient to explain the noise exploitation tech-
niques described in this chapter.

We first define a spike train ρ(t) using a 
sequence of time-shifted Kronecker delta func-
tions as

where δ(t) = 0 for t ≠ 0 and 
∫ +∞
−∞ δ(τ )dτ = 1. In 

the above Eq. (2.1), the spike is generated when 
t is equal to the firing time of the neuron tm. If 
the somatic (or membrane) potential of the neu-
ron is denoted by v(t), then the dynamics of the 
integrate-and-fire model can be summarized 
using the following first-order differential 
equation:

where N denotes the number of presynaptic 
neurons, Wj is a scalar transconductance rep-
resenting the strength of the synaptic connec-
tion between the jth presynaptic neuron and 
the postsynaptic neuron, τm is the time constant 
that determines the maximum firing rate, h(t) 
is a presynaptic filtering function that filters 
the spike train ρj(t) before it is integrated at the 
soma, and * denotes a convolution operator. 
The variable x(t) in Eq. (2.2) denotes an extrin-
sic contribution to the membrane current, which 
could be an external stimulation current. 

When the membrane potential v(t) reaches a 
certain threshold, the neuron generates a spike 
or a train of spikes. Again, different chaotic 
models have been proposed that can capture 
different types of spike dynamics. For the sake 
of brevity, specific details of the dynamical  
models can be found in Ref. 13. We next briefly 
describe different methods by which neuronal 
spikes encode information.

(2.1)ρ(t) =

∞
∑

m=1

δ(t − tm),

(2.2)

d

dt
v(t) = −v(t)/τm −

N
∑

j=1

Wj[h(t)∗ρj(t)] + x(t),

The simplest form of neural coding is the 
rate-based encoding [13] that computes the 
instantaneous spiking rate of the ith neuron Ri(t) 
according to

where ρi(t) denotes the spike train generated by 
the ith neuron and is given by Eq. (2.1), and T 
is the observation interval over which the inte-
gral or spike count is computed. Note that the 
instantaneous spiking rate R(t) does not capture 
any information related to the relative phase of 
the individual spikes, and hence it embeds sig-
nificant redundancy in encoding. However, at 
the sensory layer, this redundancy plays a criti-
cal role because the stimuli need to be precisely 
encoded and the encoding have to be robust to 
the loss or temporal variability of the indivi-
dual spikes.

Another mechanism by which neurons 
improve reliability and transmission of spikes is 
through the use of bursting, which refers to 
trains of repetitive spikes followed by periods 
of silence. This method of encoding has been 
shown to improve the reliability of information 
transmission across unreliable synapses [14] 
and, in some cases, to enhance the SNR of the 
encoded signal. Modulating the bursting pat-
tern also provides the neuron with more ways 
to encode different properties of the stimulus. 
For instance, in the case of the electric fish, a 
change in bursting signifies a change in the 
states (or modes) of the input stimuli, which 
could distinguish different types of prey in the 
fish’s environment [14].

Whether bursting is used or not, the main 
disadvantage of rate-based encoding is that it is 
intrinsically slow. The averaging operation in  
Eq. (2.3) requires that a sufficient number of 
spikes be generated within T to reliably 
compute Ri(t). One possible approach to improve 
the reliability of rate-based encoding is to 
compute the rate across a population of neurons 
where each neuron is encoding the same stimuli. 

(2.3)Ri(t) =
1

T

∫ t+T

t
ρi(t)dt,
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The corresponding rate metric, also known as the 
population rate R(t), is computed as

where N denotes the number of neurons in the 
population. By using the population rate, the 
stimuli can now be effectively encoded at a  
signal-to-noise ratio that is N1/2 times higher 
than that of a single neuron [15]. 

Unfortunately, even an improvement by a fac-
tor of N is not efficient enough to encode fast-
varying sensory stimuli in real time. Later, in 
Section 2.4, we show that lateral inhibition between 
the neurons would potentially be beneficial to 

(2.4)R(t) =
1

N

N
∑

i=1

Ri(t),

enhance the SNR of a population code by a factor 
of N2 [16] through the use of noise shaping.

We complete the discussion of neural encoding 
by describing other forms of codes: time-to-first 
spike, phase encoding, and neural correlations 
and synchrony. We do not describe the mathe-
matical models for these codes but illustrate the 
codes using Figure 2.4d.

The time-to-spike is defined as the time 
 difference between the onset of the stimuli and 
the time when a neuron produces the first spike. 
The time difference is inversely proportional to 
the strength of the stimulus and can efficiently 
encode the real-time stimuli compared to the rate-
based code. Time-to-spike code is efficient since 

FIGURE 2.4 Different types of neural coding: (a) rate, (b) population rate, (c) burst coding, (d) time-to-spike pulse code, 
(e) phase pulse code, and (f) correlation and synchrony-based code. Adapted from Ref. 13.
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most of the information is conveyed during the 
first 20–50 ms [17, 18]. However, time-to-first-
spike encoding is susceptible to channel noise and 
spike loss; therefore, this type of encoding is typi-
cally observed in the cortex, where the spiking 
rate could be as low as one spike per second.

An extension of the time-to-spike code is the 
phase code that is applicable for a periodic stim-
ulus. An example of phase encoding is shown in 
Figure 2.4e, where the spiking rate is shown to 
vary with the phase of the input stimulus. Yet 
another kind of neural code that has attracted 
significant interest from the neuroscience com-
munity uses the information encoded by corre-
lated and synchronous firings between groups 
of neurons [13]. The response is referred to as 
synchrony and is illustrated in Figure 2.4f, where 
a sequence of spikes generated by neuron 1, fol-
lowed by neuron 2 and neuron 3, encodes a 
specific feature of the input stimulus. Thus 
information is encoded in the trajectory of the 
spike pattern and so can provide a more elabo-
rate mechanism of encoding different stimuli 
and its properties [19].

2.3 NOISE EXPLOITATION IN 
NEUROBIOLOGY

As mentioned in Section 2.1, noise plays a con-
structive role in neurobiology. A single neuron, 
by its very nature, acts as a noisy and crude (less 
than 3 bits accurate) computational unit [20–23]. 
It is not only affected by intrinsic noise (e.g., ther-
mal noise in the ion channels) and extrinsic noise 
(e.g., noise due to the neurotransmitters present 
in the synaptic junctions), but it is also affected 
by noise in the sensor [24–27]. For example, the 
photoreceptor cells in the retina generate thermal 
and quantum noise due to the photons imping-
ing on the retinal membrane. Thus, the spike train 
generated by a neuron not only exhibits a signifi-
cant amount of jitter and drift but is also severely 
limited in its dynamic range and bandwidth (less 
than 500 Hz) due to its refractory period. In spite 

of these limitations, networks of spiking neurons 
are remarkably accurate and are able to process 
large-bandwidth (much higher than 500 Hz) 
analog sensory signals with very high precision 
(greater than 120 dB) [28]. Through evolution, 
neurobiological systems have evolved to exploit 
noise as a computational resource rather than a 
hindrance. A study reported in Ref. 29 demon-
strated the increase in the reliability of neuronal 
firings with the addition of noise. In yet another 
study [30], it was shown that noise facilitates 
reliable synchronization of the firing patterns in 
a population of neurons.

In this section, we describe two types of noise 
exploitation techniques commonly observed in 
neurobiology: (a) stochastic resonance (SR) and 
(b) noise shaping. In stochastic resonance, the 
addition of random noise enhances the detec-
tion of a weak, periodic signal, the amplitude of 
which is smaller than the firing threshold of the 
neuron. Noise-shaping principles apply to a 
population of neurons where the SNR of the 
network is enhanced by shifting the intrinsic 
noise out of the frequency bands where the sig-
nals of interest are present.

2.3.1 Stochastic Resonance
Figure 2.5 shows the basic principle of signal 
enhancement using stochastic resonance. The 
threshold of an integrate-and-fire neuron is 
denoted by Vth, whereas v(t) is the membrane 
potential driven by a periodic stimulus. When 
noise or random perturbation is absent, as 
shown in Figure 2.5a, the neuron does not fire 
because the amplitude of the membrane poten-
tial v(t) is below the threshold Vth. When noise 
(extrinsic or intrinsic) is added to the system, 
as shown in Figure 2.5b, there exists a finite 
probability that the membrane potential v(t) 
will cross the threshold Vth, which would result 
in the generation of spikes. The rate of spikes 
would therefore be proportional to the level of 
the noise and to the amplitude of the membrane 
potential or input stimulus. However, when the 
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magnitude of the noise is significantly large, as 
shown in Figure 2.5c, then the spike is generated 
even without the presence of the stimuli. Thus, 
the SNR of the system exhibits a resonance-
like phenomenon for which the peak is deter-
mined by the level of additive noise and by the 
amplitude of the input stimuli.

Stochastic resonance has been extensively 
studied in literature, and numerous mathemati-
cal models exist that capture the resonance phe-
nomenon under various stimuli in the presence 

of different noise statistics [29, 31, 32]. The exis-
tence of SR in neurobiology was first reported in 
the mechanoreceptor hair cells of the crayfish 
(Procambarus clarkii). The cells were shown to 
use stochastic resonance to enhance the detec-
tion of small vibrations (caused by planktons) in 
aquatic environments. Stochastic resonance was 
also observed in mechanosensory systems of 
crickets, where it was used to recognize weak, 
low-frequency acoustic signatures emitted by 
the wing beats of a predator wasp [33]. Also, it 
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FIGURE 2.5 Mechanism underlying the stochastic resonance technique for detecting sinusoidal input signal with amplitude 
lower than the spiking threshold of the neuron: (a) at low levels of random noise, (b) at optimal level of random noise, (c) 
at large magnitudes of random noise, and (d) signal-to-noise ratio for the output spike trains corresponding to the condition 
(a), (b), or (c).
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was shown that adding noise to a weak stimuli 
improves the timing precision in neuronal acti-
vity and that the cells are able to adapt their 
intrinsic threshold values to the overall input 
signal power. We defer our discussion of the 
role of adaptation in SR until Section 2.4.

An organism in which stochastic resonance is 
exploited for enhanced electrical sensing is the 
paddlefish (P. spathula). Its electro-sensory recep-
tors use stochastic resonance to detect and loca-
lize low-frequency electrical fields (0.5–20 Hz) 
emanated by planktons (Daphnia). In this case, 
the source of noise is due to the prey themselves, 
which in turn increases the sensitivity of the 
paddlefish electro-sensory receptors [6].

2.3.2 Noise Shaping

In Section 2.2, we described population rate 
encoding or averaging the firing activity across 
multiple neurons as a method for achieving 
higher dynamic range. Unfortunately, the sim-
ple averaging of noise across independent neu-
rons in the network is suboptimal because the 
SNR improves only as a square root of the num-
ber of neurons [30]. It would therefore require 
an extraordinary number of neurons to achieve 
the SNR values (greater than 120 dB) typically 
observed in biological systems. 

It has been proposed that a possible mecha-
nism behind the remarkable processing acuity 
achieved by neuronal networks is noise shaping, 
a term that refers to the mechanism of shifting 
the energy contained in noise and interference 
out of the regions (spectral or spatial) where the 
desired information is present. It has been 
argued by Mar et al. [30] that inhibitory connec-
tions between neurons could lead to noise-shap-
ing behavior and that the SNR improves directly 
as the number of neurons, a significant improve-
ment over simple averaging techniques.

In this section, we describe the noise-shaping 
mechanism using the integrate-and-fire model 
described via Eq. (2.2). Consider a neuronal net-
work consisting of N integrate-and-fire neurons. 

Each neuron is characterized by its intrinsic 
voltage vi(t), i ∈ [1, N], and the neuron fires 
whenever vi exceeds a threshold Vth. Between 
consecutive firings, the dynamics of the mem-
brane potential can be expressed using the inte-
grate-and-fire model as [30] 

Here, tm
j  are the set of firing times of the jth neu-

ron and τm denotes the time constant of the neu-
ron, capturing the leaky nature of integration 
denoted by the leaky potential of the membrane 
vi(t)/τm. The exponential term and the related 
time constant τs model the presynaptic filter h(t) 
in Eq. (2.2) and the time constant of the presyn-
aptic spike train. The parameter set Wij denotes 
the synaptic weights between the ith and jth 
neurons and denotes the set of learning param-
eters for this integrate-and-fire neural network.

To show how the synaptic weights Wij influ-
ence noise shaping, consider two specific cases 
as described in Ref. 30: (a) when Wij = 0, implying 
there is no coupling between the neurons and 
each neuron fires independently of the other; and 
(b) when Wij = W, implying that the coupling 
between the neurons is inhibitory and constant. 
For a simple demonstration, τm is set to 1 ms and 
N is set to 50 neurons. 

For the case in which the input xi(t) is con-
stant, the raster plots indicating the firing of the 
50 neurons for the uncoupled case and for the 
coupled case, as in Figures 2.6a and b, respec-
tively. The bottom trace in each panel shows the 
firing pattern of the neuronal population that 
has been obtained by combining the firings of all 
the neurons. For the uncoupled case, the popula-
tion firing shows clustered behavior where mul-
tiple neurons fire could fire in close proximity, 
whereas for the coupled case, the firing rates are 
uniform, indicating that the inhibitory coupling 
reduces the correlation between the neuronal 
firings.

(2.5)

d

dt
vi(t) = −vi(t)/τm −

N
∑

j=1

Wij exp(−(t − tm
j )/τs)

+ αxi(t).
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To understand the implication of the inhibi-
tory coupling for noise shaping, a sinusoidal 
input at frequency f0 = 1 kHz was applied to all 
the neurons and the population firing rates are 
analyzed in frequency domain using a short-time 
Fourier transform. Figure 2.6c shows a compari-
son of the power spectrum for a single neuron, a 
neuron in a population of a coupled and an 
uncoupled network, respectively. The spectrum 
for a single neuron shows that it is unable to 
track the input signal since its bandwidth (1 kHz) 

is much larger than the firing rate of the neuron, 
whereas for the uncoupled/coupled neurons in 
a population case, the input signal can be easily 
seen. For the uncoupled case, the noise floor, 
however, is flat, whereas for the coupled case, the 
noise floor from the signal band is shifted in the 
higher-frequency range, as shown in Figure 2.6c. 
The shaping of the in-band noise floor enhances 
the SNR ratio of the network for a large network, 
and the improvement is directly proportional to 
the number of neurons [30].
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FIGURE 2.6 Illustration showing the noise-shaping principle in a population of integrate-and-fire neurons [30] and in 
electric fish [14, 34]: (a) spiking patterns generated when no inhibitory coupling exist, (b) spiking patterns generated when 
inhibitory coupling exists between the neurons that make the firing more uniform compared to the uncoupled case,  
(c) comparison in the spectral domain that clearly shows the connection between inhibitory coupling and noise shaping, 
and (d) noise shaping observed in electric fish. Adapted from Refs. 14 and 34.
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Noise shaping has been observed in the sen-
sory system of the electric fish that detects the 
perturbation of the ambient electric field. The 
intensity of the receptive field directly modu-
lates the firing rate of the afferent neurons. The 
firing rates are synchronized where spikes with 
long interspike intervals follow spikes with 
short interspike intervals. This  correlation 
between the interspike intervals leads to a noise-
shaping effect, as shown in Figure 2.6d, where 
the noise is shifted out of the input  stimuli [34].

The role of synaptic weights Wij in noise shaping 
is not yet understood. These network parameters 
have to be learned and their values are critical for 
the successful exploitation of noise shaping and 
stochastic resonance. Synaptic learning and 
adaptation are the topics of the next section.

2.4 LEARNING AND ADAPTATION

The primary mechanism of learning and 
adaptation in the nervous system is the spike-
time-dependent plasticity (STDP). Although 
different models have been reported for describ-
ing STDP, all of them agree on the causal  
relationship between the pre- and postsynaptic 

spikes. The increase or decrease in the strength 
of the synapse (W) depends on whether the pre-
synaptic spike arrives before or after the post-
synaptic spike and the time duration between 
the pre- and postsynaptic spikes as illustrated in 
Figure 2.7. If the presynaptic spike were gener-
ated at time tj and the postsynaptic spike were 
generated at time ti, then one form of STDP can 
be mathematically expressed as

where Δt = tj − ti, sgn(·) denotes the sign of its 
argument, whereas A and τ refer to the ampli-
tude and time parameters of the synapse, 
respectively. Depending on the retention time 
of the synapse, increase of weight is referred as 
the short-term potentiation (STP) or long-term 
potentiation (LTP). Similarly, the decrease of 
weight is referred to as the short-term depres-
sion (STD) or long-term depression (LTD).

Equation (2.6) is the time-domain representa-
tion of the Hebbian rule

where xi[n] and yj[n] are the pre- and postsynap-
tic signal amplitudes, respectively, and n denotes 
the learning-rate parameter. The causality in 

(2.6)�Wij(�t) ∝ sgn(�t)e|�t|/τ ,

(2.7)�Wij[n] = η yi[n] xj[n],
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STDP and the time-domain Hebbian rule arises 
from the fact that, when the spike generated by 
a presynaptic neuron causes the post-synaptic 
neuron to fire as shown in Figure 2.7, the relative 
strength of the synapse connecting them should 
strengthen. However, anti-Hebbian responses 
have also been observed in synapses in organ-
isms like the mormyrid electric fish (Gnathone
mus petersii), in which negative correlation 
between the pre- and postsynaptic spike trains 
increases the strength of the connection [11].

At the sensory level, the interaction between 
two sets of neurons shows a specific pattern of 
synaptic plasticity. The first set of neurons com-
prises those in the receptive field that receive 
spikes from the environment; the second set of 
neurons are those that emit spikes to the sur-
rounded field. The time difference between the 
spikes in the sets is processed in the sensory sys-
tem to find the change of weight needed for learn-
ing. Adjustment of the weight (plasticity and 
learning) in the neural sets at the sensory level is 
used to eliminate the internal and external noise 
from masking the important sensory information 
[11, 35]. In fact, anti-Hebbian synapses are more 
important to achieve noise shaping, a evident 
from the case study presented in the next section.

2.5 CASE STUDY: 
NEUROMORPHIC ACOUSTIC 

SOURCE LOCALIZER

In this section, we present a systematic approach 
to designing neuromorphic sensors that incor-
porates the noise exploitation and adapta-
tion principles. We apply the technique for the 
design of a miniature, neuromorphic acoustic 
source localizer as a case study.

Localization of acoustic sources using minia-
ture microphone arrays poses a significant chal-
lenge due to fundamental limitations imposed 
by the physics of sound propagation [36]. When 
the spacing between the microphones is much 
smaller than the wavelength of the acoustic 

signal, the resolution of acute localization cues 
becomes difficult due to precision artifacts, 
intrinsic noise, and extrinsic noise. However, 
insects such as O. ochracea can overcome these 
fundamental limitations and demonstrate 
remarkable localization abilities (with accuracy 
better than 2o), comparable to the localization 
ability demonstrated by humans [4, 11, 36]. The 
mechanism underlying this remarkable ability is 
the coupling between the miniature differential 
eardrums (separated by less than 0.5 mm) of the 
fly and its neuronal circuitry (which acts as an 
equivalent analog-to-digital converter).

Figure 2.8a shows the structure of the acous-
tic sensor composed of two ears that are mechani-
cally coupled with membranes that are connected 
across the middle by a flexible cuticular lever 
that provides a basis for directional sensitivity. 
The direction of the acoustic signal incident on 
the two sensory levers is shown in Figure 2.8b. 
This system acts as an amplifier that magnifies 
the acoustic cues such as the interaural time dif-
ference (ITD) by about 50 times, as shown in 
Figure 2.8c. The ITD amplification occurs at two 
levels. The first amplification is caused by the 
mechanical differentiation of the acoustical sig-
nal; the second amplification is caused by signal 
processing and adaptation at the neuronal level.

The differential-sensing- and-signal-processing 
mechanism is further elaborated using a simple 
far-field acoustic model. Consider the differential 
cantilever that is modeled using two point masses 
(shown in Figure 2.8a) vibrating about their 
center of mass and separated by a distance that 
is much smaller than the wavelength of sound. 
In this case, the signals exciting each of the 
cantilever sensors can be approximated using a 
far-field wave-propagation model [37,  38] where 
by the acoustic wavefront can be assumed to be 
planar, as shown in Figure 2.8b. For acoustic 
signals with a frequency range of 100 Hz–20 kHz, 
this distance is typically less than λ/10 ≈ 3.4 cm, 
where λ is the wavelength of the audio signal in 
air. Also, the distance to the source from the 
center G of the array is assumed to be larger than 
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the inter-element distance. Therefore, the acoustic 
signal wavefront is considered planar as it reaches 
the sensor, as shown in Figure 2.8b. The signal 
x(pj, t) recorded at the jth element (location 
specified by a three-dimensional position vector 
pj ∈ R

3 with respect to the center G of the array) 
can be expressed as a function of the bearing θ 
that is the angle between the position vector pj 
and the source vector u. The signal x(pj,t) is 
written as

(2.8)x(pj, t) = a(pj)s(t − τ(pj)),

where a(pj) and τ(pj) denote the attenuation and 
delay for the source s(t), respectively, measured 
relative to the center of the microphone array. 
Equation (2.8) is expanded using the Taylor  
theorem as

where s(k)(t) is the kth temporal derivative of s(t). 
Under far-field conditions, a(pj) is approximately 
constant and we set a(pj) ≈ 1 without sufficient 
loss of generality. Also, for far-field conditions 

(2.9)x(Pj, t) = a(pj)

∞
∑

k=0

(−τ(pj))
k

k!
s(k)(t),
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FIGURE 2.8 Sensory mechanism in the parasitoid fly Ormia ochracea: (a) structure of the mechanically coupled eardrums 
modeled as a vibrating cantilever, (b) a conceptual far-field model where by the acoustic wavefront impinges the sensors at an 
angle θ, and (c) amplification of the ITD (τp1 + τp2) at the acoustic, mechanical, and the neuronal levels. Adapted from Ref. 11.
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the time delay τ(pj) can be assumed to be a linear  
projection between the vector pj and the unit 
vector u oriented toward the direction of arrival 
of the acoustic wavefront (see Figure 2.8). Thus,

where c is the speed of sound waves in air.  
Ignoring the higher-order terms in the series 
expansion (under far-field assumptions), we 
simplify Eq. (2.9) as

thereby implying that under far-field conditions, 
the signals recorded at the microphone array 
are linear with respect to the bearing parameter 
τ(pj). Thus, the differential signal is given by

whose envelope is a function of the bearing 
angle θ, and s(1)(t) is the first-order temporal 
derivative of s(t). The fly’s neural circuitry uses 
this differential signal to accurately extract the 
amplitude and hence estimate of the bearing. 
Adaptation and noise exploitation play a critical 
role in this process and directly affect the pre-
cision of the estimated bearing angle. Thus, the 
signal-measurement process is integrated with 
the statistical learning and adaptation process 
that alleviates the effects of sensor artifacts and 
noise.

This integration served as an inspiration for a 
novel online learning framework called ΣΔ 
learning [39] that integrates the noise-shaping 
principles with the statistical learning and adap-
tation process. The framework exploits the struc-
tural similarities between an integrate-and-fire 
neuron and a ΣΔ modulator for which stochas-
tic resonance and noise shaping have been dem-
onstrated in literature. Let us now show how ΣΔ 
learning can be used to resolve acute bearing 
cues in subwavelength microphone arrays.

(2.10)τ(pj) =
1

c
u

T · pj,

(2.11)x(pj, t) ≈ s(t) − τ(pj)s
(1)(t),

(2.12)�x(t) = x(p2, t) − x(p1, t) = 2s
(1)

(t)
d

c
cosθ ,

2.6 ΣΔ LEARNING FRAMEWORK

ΣΔ learning is based on an optimization frame-
work that integrates ΣΔ modulation with sta-
tistical learning [40]. Given a random input 
vector x ∈ R

D and a vector v ∈ R
M (where each 

element of the vector v is the membrane poten-
tial of each neuron), a ΣΔ learner estimates 
the parameters of the synaptic-weight matrix 
W ∈ R

D × R
M according to the following opti-

mization criterion:

where E denotes a constraint space of the trans-
formation matrix W and.

Here, Cx{.} denotes an expectation operator with 
respect to the random vector x (or rate  encoding 
of x).

The term ||v|| bears similarity to a regulariza-
tion operator that is extensively used in machine 
learning algorithms to prevent over-fitting [41, 
42]. However, the L1 norm in Eq. (2.14) forms an 
important link in connecting the cost function in 
Eq. (2.13) to spike generation. This is illustrated 
in Figure 2.9a, which shows an example of a 
one-dimensional regularization function ||v||. 
The piecewise behavior of ||v|| leads to discon-
tinuous gradient sgn(v), as shown in Figure 
2.9b. The signum is a Boolean function that indi-
cates whether a spike is generated or not. The 
minimization step in Eq. (2.13) ensures that the 
membrane potential vector v is correlated with 
the transformed input signal Wx (signal-tracking  
step), and the maximization step in Eq. (2.13) 
adapts the parameters of W such that it mini-
mizes the correlation (decorrelation step), simi-
lar to the lateral inhibition observed in afferent 
neurons. The uniqueness of the proposed 
approach, compared to other optimization tech-
niques to solve Eq. (2.13), is the use of bounded 
gradients to generate SA limit cycles about a 

(2.13)max
W∈C

(min
v

f (v, W)),

(2.14)f (v, W) = ||v||1 − v
T
Ex{W

T
x}.
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minimum v*, as shown in Figure 2.9c. This limit-
cycle behavior will capture the spiking dyna-
mics of the system. It can be verified that, if ||w||

∞ ≤ 1, then v* = 0 is the location of the minimum 
with f (v*, W) = 0.

The link between the optimization criterion 
of Eq. (2.13) and ΣΔ modulation (or integrate-
and-fire neuron) is through a stochastic gradient 
minimization [43] of the cost function given by 
Eq. (2.14). If the input random vector x is 
assumed to be stationary and if the probability 
density function of x is assumed to be well 
behaved (i.e., the gradient of the expectation 
operator is equal to the expectation of the gradi-
ent operator), the stochastic gradient step with 
respect to v for each iteration n yields

where d[n] = sgn(v[n−1]) denotes a Boolean 
function indicating whether a spike is gener-
ated. Solution of the discrete-time recursion Eq. 
(2.16) leads to

(2.15)v[n] = v[n − 1] −
∂f (v, W)

∂v

∣

∣

∣

∣

(n−1)

,

(2.16)

v[n] = v[n − 1] + W[n − 1]
T

x[n − 1] − d[n],

(2.17)

1

N

N
∑

n=1

d[n] =
1

N

N−1
∑

n=0

W[n]
T

x[n] +
1

N
(v[n] − v[0]).

The bounded property of w[n] then leads to the 
asymptotic property:

where Cn{.} denotes an empirical expectation 
with respect to time index n. Thus, the recursion 
Eq. (2.16) produces a binary (spike) sequence, 
the mean of which asymptotically encodes the 
transformed input at infinite resolution. This is 
illustrated in Figure 2.9c, which shows a two-
dimensional optimization contour. The objec-
tive of the ΣΔ learning is to follow the trajectory 
from an initial condition to the minimum and 
induce limit cycles about the minimum v*. The 
dynamics of the limit cycles then encode the 
shape of the optimization contour and hence 
also encode the estimation parameters.

The maximization step (decorrelation) in Eq. 
(2.13) yields updates for matrix W according to:

which leads to

The adaptation step in Eq. (2.20) can be expressed 
by its digital equivalent as

(2.18)En{d[n]}
n→∞
−→

1

λ
En{W[n]T

x[n]},

(2.19)W[n] = W[n − 1] +ξ
∂f (v, W)

∂W

∣

∣

∣

∣

n−1

,

(2.20)

W[n] = W[n − 1] − ξv[n − 1]x[n − 1]T; W[n] ∈ C.

(2.21)

W[n] = W[n − 1] − ξ [n]sgn(x[n − 1])T; W[n] ∈ C,

|| v
0*=v

v Limit cycles

(a)

d

v Initial
point

(c)

(b)

FIGURE 2.9 Mathematical concepts of ΣΔ learning: (a) a one-dimensional L1 regularizer and (b) its derivative that leads 
to a binary (Boolean) function, (c) limit cycles due to ΣΔ learning about the minima that leads to spike generation.



where we have used the relationship d[n] = 
 sgn(v[n − 1]). Note that the update rate ξ does 
not affect the stability of learning. The constraint 
space C is restricted to transforms represented 
by lower-triangular matrices with diagonal 
elements set to unity that can be expressed as 
Wij = 0; ∀i < j; Wii = 1. Thus, to satisfy the con-
straint W ∈ C, only the lower-diagonal elements 
are updated in Eq. (2.21). It can be seen from 
Eq. (2.21) that if ||W||∞ ≤ B > 0 is true, then the 
recursion (21) will asymptotically lead to

for W∞ ∈ C. Equation (2.22) shows that the pro-
posed ΣΔ learning algorithm produces binary 
(spike) sequences that are mutually uncorre-
lated to a nonlinear function of the input signals.

2.6.1  ΣΔ Learning for Bearing 
Estimation

The design of the bio-inspired acoustic source 
localizer based on ΣΔ learning has been pre-
sented by Gore et al. [39]. Figure 2.10 shows 
the localizer constructed using an array of off-
the-shelf electret microphones interfacing with 
a custom-made application-specific integrated 
circuit (ASIC). Similar to the mechanical canti-
lever model in a parasitoid fly, the differential 
electrical signals recorded by the microphones 
can be approximated by

which bear similarity to the differential signals 
observed for the parasitoid fly. Figure 2.10 also 
shows a scope trace of the sample differential 
output produced by the microphone array 
when a 1 kHz tone is played from a standard 
computer speaker. The scope trace clearly 
shows that the differential signal Δx2(t) is 90° 

(2.22)En{d[n]sgn(x[n])
T
}

n→∞
−→ 0

(2.23)

�x1(t) = −s(1)(t) d
c cosθ

�x2(t) = −s(1)(t) d
c sinθ

�x3(t) = +s(1)(t) d
c cosθ

�x4(t) = +s(1)(t) d
c sinθ















,

out of phase with respect to Δx1(t), and the dif-
ferential signal Δx3(t) is 180° out of phase with 
respect to Δx1(t).

To apply ΣΔ learning for bearing estimation, 
three of the four differential signals in Eqs. (2.23) 
are chosen as inputs, and the synaptic matrix W 
is chosen to be of the form

When applied to the three differential signals of 
the microphone array modeled by Eq. (2.23), the 
ΣΔ recursions in Eq. (2.16) lead to

with d1[n] = sgn(v1[n]) and d2[n] = sgn(v2[n]). The 
adaptation steps for the parameters W11, W21, 
and W22 based on Eq. (2.21) can be expressed as

One of the implications of ΣΔ adaptation 
steps in Eq. (2.26) is that, for the bounded values 
of W11, W21, and W22, the following asymptotic 
result holds:

To demonstrate how Eqs. (2.25) and (2.26) can 
be used for bearing estimation, consider two dif-
ferent cases based on the quality of common-
mode cancellation.

Case I: Perfect commonmode cancellation. The 
differential microphone is assumed to com-
pletely suppress the common-mode signal 
xcm(t) in Eq. (2.23). Also, the bearing of the 
source is assumed to be located in the positive 

(2.24)W =

[

W11 1 0
W21 W22 1

]

.

(2.25)

v1[n] = v1[n − 1] + �x2[n] + W11[n]�x1[n] − d1[n],

V2[n] = V2[n − 1] + �x3[n] + W21[n]�x1[n],

+ W22�x2[n] − d2[n],

(2.26)

W11[n] = W11[n − 1] − ξd1[n]sgn(�x1[n]),

W21[n] = W21[n − 1] − ξd2[n]sgn(�x1[n]),

W22[n] = W22[n − 1] − ξd2[n]sgn(�x2[n]).

(2.27)lim
N→∞

1

N

N
∑

n=1

d1,2[n] → 0.
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quadrant 90° > θ > 0°. Inserting Eq. (2.23) into 
Eqs. (2.25) and (2.26), we obtain the following 
expressions:

(2.28)

W11[N] = −ξ

N
∑

n=1

d1[n]sgn(s(1)[n]),

d1[n] = ṡ[n] sin θ + W11[n]s(1)[n] cos θ

− (v1[n] − v1[n − 1]).

Combining the two Eqs. (2.28), we get

Let W∗
11

 denote the converged value such that 

W11[n]
n→∞
−→ W∗

11
. Eq. (2.29) then leads to

(2.29)

W11[N] = −ξ

N
∑

n=1

|s
(1)

[n]|(sin θ + W11[n] cos θ)

+ ξ

N
∑

n=1

(v1[n] − v1[n − 1])sgn(s
(1)

[n]).

Microphone array 
(a) (e)

+

W

+ + N
Synaptic
weights

12W

21W

N N

Integrate fire neurons (b) (c) (d)

1cm

FIGURE 2.10 A neuromorphic acoustic source localizer mimicking the sensory mechanism in the parasitoid fly [11]:  
(a) architecture of the localizer interfacing with a microphone array, (b) micrograph of the localizer IC fabricated in a 0.5 μm 
CMOS processor, (c) localizer system board integrating the microphone array and the localizer IC, (d) outputs from the 
microphone array showing the differential amplification of the ITD when the input is a tone, and (e) output of the localizer 
demonstrating a bearing estimation better than 2° resolution.



The second part on the right side of Eq. (2.30) 
converges to zero, thereby implying that

The  solution to Eq. (2.31) is given by 
W∗

11 = −tan θ . Eqs. (2.27) and (2.25) then lead to

and hence,

Equation (2.33) then produces the bearing estimate

In a similar fashion, W21 and W22 can also be 
used to estimate the bearing of the source accord-
ing to

Both the estimates given by Eqs. (2.34) and (2.35) 
use ΣΔ learning to estimate the correlation 
between differential microphone signals. How-
ever, the correlation-based approach does not 
yield robust results when the common-mode 
cancellation is imperfect, which leads to the  
second case.

(2.30)

1

N

N
∑

n=1

|s(1)[n]|(sin θ + W∗
11 cos θ)

−
1

N

N
∑

n=1

(v1[n] − v1[n − 1])sgn(s(1)[n])
N→∞
−→ 0.

(2.31)

lim
N→∞

1

N

N
∑

n=1

|s(1)[n]|(sin θ + W∗
11 cos θ) = 0.

(2.32)
1

N

N
∑

n=1

(�x2[n] + W11[n]�x1[n])
N→∞
−→ 0,

(2.33)

1

N

N
∑

n=1

(s(1)[n]sin θ + W11[n]s(1)[n]cos θ)
N→∞
−→ 0.

(2.34)θ̂ = arctan(−W∗
11).

(2.35)θ̂ = arctan

(

1 − W21

W22

)

.

Case II: Imperfect commonmode cancellation. In 
practice, microphone artifacts and mismatch in 
analog circuits limit the precision of common-
mode cancellation. Suppose the common-mode 
signal sc(t) is assumed to be the same for all the  
microphones in the array and Eqs. (2.23) is modi-
fied as follows:

The underlying assumption is valid, since sen-
sor mismatch only changes the location of the 
point of reference according to which the meas-
urements are made.

Then, using similar assumptions and 
approach as in Case I, we have verified that the 
estimate of the bearing is given by:

Figure 2.10 shows the prototype of the neu-
romorphic acoustic source localizer, consisting 
of a microphone array and a custom-made 
integrated circuit that implements the inte-
grate-and-fire neural network. The micro-
phone array is formed with the omnidirectional 
electret condenser microphones. This con-
denser microphone has the sensitivity of 
−42 dB at l kHz. The SNR of this microphone 
is 55 dB. The four-microphone array was 
designed with the condenser microphones l cm 
apart. The far-field effect is generated by keep-
ing the acoustic source at a distance of l m from 
the microphone array. Because ΣΔ learning 
involves manipulation of analog parameters, 
we implemented the algorithms using a  
custom-made integrated circuit.

A 1 kHz tone was played through a standard 
loudspeaker, and the synaptic parameters W11, 
W21, and W22 on the integrated circuit were 

(2.36)

�x1(t) = sc(t) − ṡ(t) d
c cosθ

�x2(t) = sc(t) − ṡ(t) d
c sinθ

�x3(t) = sc(t) + ṡ(t) d
c cosθ

�x4(t) = sc(t) + ṡ(t) d
c sinθ















.

(2.37)

θ̂ = arctan

(

W21 − 2W21 − W11W22 − 1

W21 − W11W22 + 1

)

.
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continuously adapted. In all the experiments, 
the position of the speaker was fixed and the 
microphone array was rotated in steps of the 
desired angle. For each angular orientation of 
the source, 10 sets of measurements (W11, W21, 
and W22) were recorded every 80 ms using a 
field-programmable gate array. These sets were 
then used to estimate the bearing. The mea-
sured response shown in Figure 2.10 demon-
strates a resolution of 2° that is similar to or 
better than the localization capability of the 
parasitoid fly. For all the experiments, the min-
iaturized microphone array consumes only a 
few microwatts of power, which is also compa-
rable to the energy efficiency of the parasitoid 
fly’s localization apparatus.

2.7 CONCLUSIONS

In this chapter, we described two important 
noise exploitation and adaptation mechanisms 
observed in neurobiology: (a) stochastic reso-
nance and (b) noise shaping. We argued the 
importance of synaptic plasticity in its role in 
noise exploitation and signal enhancement. The 
concepts of stochastic resonance, noise shaping, 
and adaptation (synaptic plasticity) have been 
integrated into a unified algorithmic framework 
called ΣΔ learning. As a case study, we described 
the application of the ΣΔ learning framework 
toward the design of a miniature acoustic source 
localizer that mimics the response of a parasitoid 
fly (O. ochracea). This case study illustrates one 
specific example, and the future challenge lies in 
extending the framework to more complex sen-
sory tasks such as recognition and perception. 
In this regard, the objective will be to apply the 
noise exploitation and adaptation concepts to 
emerging devices such as the memristor, which 
provides a compact apparatus for storing syn-
aptic weights. Furthermore, extensive simula-
tion and emulation studies need to be conducted 
that can verify the scalability of the ΣΔ learning 
framework.
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3
Biomimetic Hard Materials

Prospectus
Materials such as bone, teeth, and seashells possess 
remarkable combinations of properties despite the 
poor structural quality of their ingredients (brittle 
minerals and soft proteins). Nacre from mollusk 
shells is 3,000 times tougher than the brittle mineral 
it is made of, a level of toughness amplification cur-
rently unmatched by any engineering material. For 
this reason, nacre has become the model for bio-
inspiration for novel structural materials. The struc-
ture of nacre is organized over several length scales, 
but the microscopic brick-and-mortar arrangement 
of the mineral tablets is prominent. This staggered 
structure provides a universal approach to arranging 
hard building blocks in nature and is also found in 
bone and teeth. Recent models have demonstrated 
how an attractive combination of stiffness, strength, 
and toughness can be achieved through the stag-
gered structure. The fabrication of engineering mate-
rials that duplicate the structure, mechanics, and 
properties of natural nacre still present formidable 
challenges to this day.

Keywords
Aragonite, Biological materials, Composite materials, 
Fracture toughness, Freeze casting, Layer-by-layer 
assembly, Mechanical properties, Mineralization, 
Nacre, Stiffness, Strength, Template-assisted fabrication

3.1 INTRODUCTION

Research in to structural materials seeks new 
pathways to achieve novel and attractive com-
binations of mechanical properties. For exam-
ple, toughness (resistance to the initiation and 
growth of a crack) and stiffness are both desirable 
properties for structural application, but high 
stiffness and high toughness are difficult to com-
bine in traditional engineering materials [1, 2]. 
Steel is tough but not as stiff as ceramics, which 
suffer from low toughness. Current research 
seeks to overcome this type of limitation by, for 
example, incorporating microstructural features 
to increase the toughness of ceramics.

There are three main approaches to achieving 
novel combinations of properties. Manipulating 
and tailoring the fundamental chemistry of the 
material (new alloys or new polymers) is one of 
them. With a fixed composition, the microstruc-
ture of the materials can be altered (e.g., austenite 
and martensite phases of steel) and optimized to 
obtain desired properties by thermomechanical 
processing (e.g., quenching). A third approach 
consists of combining two or more immiscible 

C H A P T E R
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materials with distinct and complementary 
mechanical properties, leading to hybrid materi-
als. Carbon-fiber-reinforced polymers enter this 
category.

The concept of hybrid materials has been 
elegantly described by Ashby’s equation: hybrid 
material  =  material A  +  material B  +  configu-
ration + scale [1, 3], i.e., combination of materials 
A and B (or more materials) in a controlled 
shape, configuration, and scale. A or B can be 
theoretically any material, including a gas or 
liquid (for the case of cellular solids). Hybrid 
materials are powerful alternatives to traditional 
monolithic materials and offer a promising 
pathway to push the property envelope of tra-
ditional materials. Cellular materials with re-
entrant cells [4] and anisotropic fibrous 
composites [5, 6] can display unusual properties 
such as negative Poisson’s ratio or negative coef-
ficient of thermal expansion [7].

Hybrid materials are abundant in nature, 
with mollusk shells, bone, tooth, tendon, and 
glass-sponge skeleton as only a few examples 
of such materials. In addition to specific chem-
istries, the structures of many of these hierar-
chical materials display specific features over 
distinct length scales. These materials boast 
remarkable combinations of properties, in some 
cases unmatched in engineering materials. For 

example, mollusk shell and bone are stiff and 
at the same time tough and flaw-tolerant, 
meaning that their strength is not compromised 
by the presence of initial flaws (Figure 3.1a). 
These attributes arise due to the combination 
of the high strength of inorganic minerals and 
the ductility of organic macromolecules through 
specific architectures at different length scales 
[8]. In contrast, hard and stiff engineering 
materials like ceramics usually display low lev-
els of toughness, and tough flaw-tolerant mate-
rials like metals are not usually very stiff 
(Figure 3.1b).

In addition to attractive combinations of 
structural properties, natural composites such 
as bone possess remarkable capabilities such as 
self-healing, damage sensing, and self-repair;  
see Chapter 13 on self-organization, self-sealing, 
and self-healing in many natural systems. It has 
therefore become very attractive to fabricate 
materials that duplicate the structure and 
mechanics of these natural materials, in line 
with a paradigm called biomimetics [2, 9, 10].

Natural composites are composed of miner-
als and polymers arranged in intricate, compact 
structures. The hard inorganic minerals come in 
the form of inclusions of finite size embedded in 
a matrix of organic polymers. The organic poly-
mers can be seen as interfaces between the hard 

FIGURE 3.1 Stiffness-toughness charts for (a) biological materials and (b) engineering materials. Adapted from Ref. 40.
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phases, and as such how they deform and fail 
plays an important role in the overall behavior 
of natural composites [11–13]. The roles of inter-
faces in natural composites include: (i) transfer-
ring stresses between inclusions; (ii) improving 
the fracture resistance of materials containing 
high amounts of brittle minerals [14]; (iii) acting 
as bridges to connect two highly different mate-
rials through functionally graded properties, 
exemplified by a gradient in mechanical proper-
ties along the muscle byssus connecting the soft 
muscle to the hard substrate (e.g., a rock) [15]; 
(iv) allowing large deformation and energy 
 dissipation [16]; and (v) acting as actuators that 
can change shape or/and exert force upon the 
application of a stimulus [17].

The interfaces in natural composites are com-
posed of several different types of polymers that 
provide a modular elongation that may convey 
toughness to the material [18]. Interfaces in 
nacre, for example, are composed of diverse 
groups, mainly including β-chitin, glycine, and 
alanine-rich proteins. Understanding the mech-
anisms associated with the interfaces in natural 
composites is key to the improvement of biomi-
metic materials [19, 20].

Nacre inspires many biomimetic studies 
because: (i) its toughness is three orders of mag-
nitude higher than that of its main constituent, 
(ii) it has less complex structure compared to 
other biological materials, and (iii) its structure 
is mainly optimized for mechanical functions 
(protecting living organisms) rather than biologi-
cal functions (such as sensing, cell reproduction, 
etc.). Nacre, a layered nanocomposite found in 
mollusk shells, is composed of 95 %w/w of arag-
onite (a crystalline from of CaCO3) and 5 %w/w 
of organic macromolecules. The aragonite layers 
are about 0.5 μm thick and are bonded by 
20–30 nm-thick organic layers [18, 21]. Hard bio-
logical composites, such as nacre, incorporate a 
large amount of stiff mineral through a process 
called biomineralization. In this process, minerals 
nucleate and grow into pre-self-assembled 
organic scaffolds [19, 22].

The mineralization of these organic scaffolds 
improves stiffness and compressive strength. 
Figure 3.2 shows the tensile stress-strain behavior 
of dry nacre, hydrated nacre, and pure arago-
nite. Dry nacre acts like monolithic aragonite 
and fails in a brittle fashion at low levels of 
strain (almost 0.1%). The response is linear elas-
tic with Young’s modulus E ∼ 90 GPa. Hydrated 
nacre, however, acts initially as a linear elastic 
material (E ∼ 70 GPa) followed by a large inelas-
tic deformation before failure. Hydrated nacre 
fails at almost 1% strain, which is high for a 
material composed of 95 %w/w mineral. This 
high level of strain is a result of progressive 
spread of deformation through the material, 
stemming from the structural properties of 
nacre, i.e., tablet waviness [14].

3.2 DESIGN GUIDELINES FOR 
BIOMIMETIC HARD MATERIALS

The remarkable performance of materials like 
bone and nacre is due to their sophisticated 
microstructure, in which high-aspect-ratio min-
eral tablets are bonded between layers of organic 
materials and arranged in a brick-wall structure 

FIGURE 3.2 Tensile stress-strain behavior of nacre. 
Adapted from Ref. 14.
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known as a staggered arrangement [14, 23]; see 
Figure 3.3. This staggered arrangement of min-
eral tablets is also found in other biological 
materials such as teeth, collagen fiber, spider 
silk, and cellulose fiber and is now considered a 
universal pattern [20], providing attractive com-
binations of stiffness, strength, and toughness 
[23, 24]. Several analytical and numerical mod-
els have therefore been proposed to predict the 
behavior of staggered structures [25, 26]. These 
models for stiffness, strength, and toughness are 
briefly reviewed next.

3.2.1 Stiffness

The tensile behavior of staggered structures 
has been investigated by a simple shear-tension 
chain model. The model is based on a small 
 representative volume element (RVE) of the 
structure shown in Figure 3.4 [25]. The tablets 
have length L, thickness t, and overlap L/2. 

These tablets are bonded between organic lay-
ers of thickness ti.

Assuming an elastic, perfectly plastic behav-
ior for the interface and a constant shear field 
along the interface, Kotha et al. [27] derived the 
following expression for the tensile modulus E 
of staggered composites:

where

Em is the Young’s modulus of the mineral, and 
Gi is the shear modulus of the interface.

A reasonable assumption for biological hard 
materials is that the organic interfaces are much 
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FIGURE 3.3 Staggered arrangement of mineral tablets. (a) scanning electron micrograph of nacre, (b) schematic of min-
eralized collagen fibrils in bone (adapted from  Ref. 25), and (c) scanning electron micrograph of tooth dentin. Adapted from 
Ref. 26.
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softer than the mineral tablets (Gi  Em) [14]. 
Equation (3.2) can then be rewritten as [28, 29]

where φ is the volume fraction of mineral tablets 
and ρ = L/t is the tablet aspect ratio. This expres-
sion reveals the effects of microstructural param-
eters on the modulus. Thus, for constant Gi, the 
elastic modulus of the material converges to φEm 
when the mineral volume fraction φ increases to 
values near 1. Therefore, for high mineral con-
centrations, the modulus of staggered compos-
ites reaches its theoretical limit associated with 
a Voigt (uniform strain) composite.

3.2.2 Strength

Under tensile loading, staggered structures fail 
either at the interfaces (tablet pull-out fracture 
mode) or through the tablets (brittle fracture). 
The latter should be prevented so that the tablets 
slide on each other and energy is dissipated 
through inelastic deformation at the interfaces. 
Assuming tablet pull-out fracture mode and 
using a simple shear-tension load-transfer chain, 
we see that the strength of the composite σs can 
be written as [30]

provided that ti  t. This expression shows that 
the strength of the composite is controlled by 
the shear strength τs of the interfaces and the 
aspect ratio ρ of tablets. Although strength 
increases with the aspect ratio, very high aspect 
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ratios may result in brittle fracture of the tablets, 
which is a detrimental failure mode. This limit 
to the aspect ratio of tablets is discussed in  
Section 3.2.5.

3.2.3 Toughness

Toughness is the most remarkable property of 
hard biological materials [31, 32]. Nacre, as an 
example, shows a toughness that is 3,000 times 
higher than that of its main constituent (arago-
nite). Several experimental studies have identi-
fied the main toughening mechanisms of these 
materials [14, 33]. Recently, it has also been 
theoretically demonstrated that the toughness 
achieved through the staggered arrangement of 
nacre is far greater than the toughness of both 
the mineral and organic mortar [26, 29].

Several powerful mechanisms exist in nacre 
to resist crack propagation and increase tough-
ness. Crack deflection, crack bridging, and 
 viscoplastic-energy dissipation in volumes of 
material around cracks (process zone) are the 
dominant toughening mechanisms. Bridging 
develops as a crack advances and occurs when 
mineral tablets are not completely pulled out. 
The shear stresses between tablets therefore 
apply closure forces to the crack faces. The pro-
cess zone, where the tablets slide onto one 
another, consists of two parts: the frontal zone 
and the wake. The frontal zone is the area in 
front of the crack tip experiencing inelastic 
deformation at the interfaces. Once the crack is 
advanced through the frontal zone, the stresses 
are released and some of the deformation is 
recovered, leaving a wake behind the crack tip, 
as depicted schematically in Figure 3.5. The 
energy is therefore dissipated through loading 
and unloading of inelastic interfaces. The effect 
of moisture on this inelastic behavior is also 
crucial; increasing the moisture plasticizes the 
organic molecules and increases their deform-
ability [9].

When a crack advances across the direction 
of the tablets, as shown in Figure 3.5, the effect 

FIGURE 3.4 Representative volume element of a stag-
gered composite when loaded in tension (Umax represents 
the maximum cohesive displacement).
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of bridging and process zone can then be esti-
mated for the steady-state case; thus [29]

where J is the mode-I fracture toughness of the 
composite, Umax is the maximum cohesive dis-
placement as depicted in Figure 3.4, and Ji is the 
toughness of the interface. In this model, 
debonding is assumed to happen after the ulti-
mate shear strain of the organic material at the 
interface is exceeded. The ultimate shear strain is 
the maximum shear strain that the organic mate-
rial at interfaces can withstand. 

The values for toughness predicted by this 
model were found to be in good agreement with 
experimental values for red-abalone nacre [29]. 
This shows that the toughness of nacre can be 
analytically explained by the effect of bridging 

(3.5)J =

ρ

2. 5 − (Umax/ L) (1/ ρ) (E/ τs)
Ji,

and process zone. Equation (3.5) also shows 
that: (i) staggered arrangement amplifies the 
toughness of interfaces, (ii) increasing the aspect 
ratio positively affects the toughness, and (iii) 
composites made of stiff inclusions and soft 
interfaces have enhanced toughness (term E/τs) 
[29]. These models for stiffness, strength, and 
toughness can greatly help the designers choose 
the best materials and microstructural parame-
ters in order to tailor and optimize the perfor-
mance of biomimetic staggered composites.

3.2.4 Strain Hardening at the Interfaces

The foregoing models show the effects of shear 
strength and shear modulus of interfaces on the 
behavior of staggered composites. However, in 
natural composites like nacre, the shear strength 
of the interfaces is not constant and increases 
with increases in shear strain. This strain hard-
ening at the interfaces causes progressive tablet 
sliding (Figure 3.6a), which is one of the most 
important deformation mechanisms of biologi-
cal hard materials like nacre and is the origin 
of toughening mechanisms such as viscoelastic 
energy dissipation at process zone.

Progressive sliding prevents strain localiza-
tion and spreads the deformation through large 
volumes of material, thereby providing high 
levels of strain and therefore improving the 
energy absorption properties of the material 
(because this energy is the area under the stress-
strain curve). Figures 3.6b and c show how  
the incorporation of wavy tablets improves the 
load transfer [14]. In the case of flat tablets, the 
load is transferred between the tablets only by 
shear stresses. For wavy tablets, tablet sliding 
generates transverse tensile and compression 
stresses, which contribute to the load transfer, 
increase the resistance over sliding, and gener-
ate hardening. The organic material itself gener-
ates hardening if the shear resistance of organic 
material increases with shear strain. The choice 
of organic material is therefore crucial for 

FIGURE 3.5 Schematic of a crack advancing in a stag-
gered composite, where λ represents the bridging length and 
a represents the crack advance. Adapted from Ref. 30.
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improving the load transfer in biomimetic 
materials.

3.2.5 Size Effects

In staggered composites, the flow of stress is 
such that the interfaces are under shear while 
mineral inclusions are under tension (tension-
shear chain). Therefore, the mineral inclusions 
should resist high levels of tensile stress in order 
to prevent brittle fracture. Brittle materials are 
sensitive to initial flaws, which, for example, 
include organic molecules embedded in the 
mineral crystals during the biomineralization 
process [34, 35]. These organic molecules are 
much softer than the mineral and act as cracks 
within the material.

For a cracked brittle inclusion, the condition 
for failure is governed by the Griffith criterion:

where σ f

m is the fracture strength of the mineral, 
γs is the surface energy, h is the thickness of the 
mineral tablet, and the parameter α depends on 
the geometry of the crack. Based on the Griffith 
criterion, Gao et al. [26] showed that the strength 
of the inclusions increases when they are made 
smaller, because they can only contain small 
defects. In theory, inclusions smaller than a 
critical size of 30 nm [26] have a strength 

(3.6)σ
f

m = αEmφ, φ =

√

γs

Emh
,

approaching the theoretical strength of the 
material. Interestingly, the size of mineral inclu-
sions in hard biological materials like bone and 
tooth is on the same order [36, 37]. This suggests 
that nanometer inclusions in these materials 
maximize their fracture resistance.

Although in nacre the tablets are in the 
micrometer range, their small size still confers 
on them high strength. For example, Bekah et al. 
[30] found that the aspect ratio must be small 
enough so that an assumed edge crack extend-
ing halfway through the tablet is prevented 
from propagating further. This condition is 
given by:

where KIC is the mode-I fracture toughness of 
the tablets. This expression suggests that by 
decreasing the thickness of the tablets, the maxi-
mum allowable aspect ratio in the structure 
increases. Increasing the aspect ratio is desirable 
because it improves the performance of materi-
als with staggered structure, as indicated by 
Eqs. (3.1)–(3.3).

Bekah et al. [30] also argued that junctions in 
the staggered composites act as crack-like  
features when the material is loaded in tension. 
Thus, decreasing the tablet thickness results in 
a decrease in the size of these crack-like fea-
tures and therefore decreases the resulting  
stress-intensity factor KI. Computing this 

(3.7)ρ < 0. 56
KIC

τs

√

t
,

FIGURE 3.6 (a) Schematic of progressive tablet sliding in staggered composites. Load-transfer mechanisms in (b) flat 
tablets and (c) wavy tablets (θ is the dovetail angle).
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stress-intensity factor and setting the condition 
KI < KIC gives the soft-wrap condition for pre-
venting the fracture of tablets:

The soft-wrap condition also shows that 
decreasing the thickness of the tablets improves 
the fracture resistance of the structure. Rather 
than improving the fracture resistance of the 
tablets, reducing the size of building blocks also 
increases the number of interfaces and therefore 
increases the energy dissipation during loading  
and unloading of organic material, improving 
fracture resistance. These recent developments 
in the understanding of design aspects of these 
materials can greatly assist the optimization of 
biomimetic hard and stiff materials.

3.3 BIOMIMETIC HARD 
MATERIALS AT THE MACROSCALE

3.3.1 Fabrication

The fabrication of nacre-like synthetic compos-
ites that duplicate its structure, mechanisms, 
and properties has been and remains a formida-
ble challenge. To this day there is no fabrication 
technology that can duplicate the highly regular 
brick-and-mortar structure of nacre at the micro-
scale. One possible approach is to relax the con-
straints on small-length scales to fabricate 
millimeter-size structures. Although the advan-
tage of small-length scales on the strength of the 
inclusion is lost, working at larger scale means 
that highly accurate fabrication techniques can 
be used. The structure and composition of nacre 
in term of organic/inorganic materials ratios 
can be duplicated, and the resulting materials 
show interesting mechanisms that are similar to 
natural nacre.

Clegg et al. [38] showed that a laminated 
 composite material made of silicon-carbide 
(20 mm × 20 mm × 200 μm) sheets with graphite 

(3.8)
KIC
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√

t
> 0. 58.

interfaces (Figure 3.7a) displays stiffness and 
strength values comparable to those of mono-
lithic silicon carbide and toughness values four 
times higher. Following the same idea of fabri-
cation of biomimetic materials at macro scales, 
Mayer [39] developed a segmented nacre-like 
composite made of almost 90 %v/v of alumina 
tablets that are bonded with adhesive tapes 
(Figure 3.7b). This material shows toughness 
six times higher than that of monolithic 
alumina.

The effects of various arrangements of tablets, 
different glues at the interface, and different min-
eral concentrations were researched by Mayer, 
whose conclusions are summarized as follows: 
(i) using weaker glues at the interfaces improves 
the toughness of the structure, which agrees well 
with Eq. (3.5); (ii) composites made of continu-
ous or segmented layers with 82 %v/v ceramic 
undergo a catastrophic failure, whereas the com-
posite made of segmented layers with 89 %v/v 
ceramic undergo significant deformation before 
failure, as shown in Figure 3.7b; and (iii) the 
toughness amplification of these macroscale arti-
ficial nacres is a result of considerable crack 
deflection observed when the material is loaded 
in bending [39].

Espinosa et al. [40] utilized a rapid prototyping 
method to fabricate artificial nacres composed of 
acrylonitrile butadiene styrene (ABS, a common 
prototyping material) inclusions as the stiffer 
phase and BGEBA (diglycidyl ether of bisphe-
nol-A) epoxy as the softer phase. The tablets 
were made wavy by incorporating dovetails at 
both edges in order to generate hardening in the 
materials; see Figure 3.8a. This study showed 
that the incorporation of wavy inclusions results 
in the spread of the deformation through the 
whole material so that catastrophic failure is 
prevented. The section labeled C–D in Figure 
3.8a shows that the presence of dovetail-like fea-
tures in the tablets results in interlocking and 
hardening in the material.

Barthelat and Zhu utilized traditional 
machining techniques to fabricate wavy tablets 
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(inspired from the waviness observed in red-
abalone shell [41]) to develop an artificial nacre 
at macroscale (Figure 3.8b) [42]. This artificial 
nacre is composed of PMMA wavy tablets held 
together by transverse fasteners, which play the 
role of mineral bridges in natural nacre. Using 
machining techniques for fabrication of tablets 
enables the designer to duplicate the structural 
features of natural composites into synthetic 
counterparts. This material duplicates the strain 
hardening, from progressive tablet locking 
observed in nacre and undergoes almost 10% 
strain before failure. This high strain is a result 
of using wavy tablets, which prevent strain 
localization, generate hardening, and embed 
efficient load transfer throughout the material 
[42]. The shape of the tensile stress-strain curve 
shown in Figure 3.8b resembles that of nacre, 
with an initial small linear elastic region 

followed by large strains with pronounced 
hardening. Significantly, the behavior of this 
composite can be tuned by changing the initial 
compression on the layers exerted by transverse 
fasteners. No glue was used in this material, and 
shear cohesion and energy dissipation are pro-
vided by Coulomb dry friction. Analytical and 
finite element models were developed in order 
to predict, optimize, and design this type of 
material [42].

3.4 BIOMIMETIC HARD 
MATERIALS AT THE MICRO- AND 

NANOSCALES

As discussed in previous sections, reducing 
the size of the inclusions while keeping the vol-
ume constant improves mechanical properties, 

FIGURE 3.7 (a) Fractured laminated composite (SiC sheets bonded with graphite) and its load-deflection curve in 
bending (adapted from Ref. 38), and (b) artificial nacre made of segmented alumina tablets bonded with adhesive tape and 
its load versus its deflection curve in bending. Adapted from Ref. 39.
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particularly toughness. Significant research 
efforts are currently underway to develop arti-
ficial biomimetic materials with structures on 
the micrometer and nanometer scales by using a 
wide variety of fabrication techniques [16].

Nature uses biomineralization to build sophis-
ticated hard and stiff materials. Although excel-
lent qualitative investigations have been reported 
in natural biomineralization, some aspects of this 
complex process are still unknown [43–45]. Har-
vesting and controlling mineralization to fabri-
cate complex and highly controlled mineral 
structures is still a research challenge. Material 
scientists, chemists, and engineers have therefore 
proposed alternative approaches consisting of 
innovative and unconventional techniques. In 
order for a methodology to successfully 

duplicate the mechanisms observed in nature, it 
should (i) guarantee a microstructure design that 
conveys the main structural characteristic of nat-
ural composites, and (ii) utilize a fabrication 
strategy that is able to implement the design in 
several length scales so that large-scale structures 
with tailored microstructure can be fabricated 
from small inclusions. This type of microstruc-
ture increases the number of interface interac-
tions, which ultimately results in efficient load 
transfer and improves mechanical performance.

The design of biomimetic hard materials starts 
by selecting the ingredients, which of course do 
not need to be of the same chemical composition 
as the natural original. For the hard and stiff 
inclusions, materials such as hydroxyapatite, cal-
cium carbonate, glass, graphite, montmorillonite 

FIGURE 3.8 (a) Schematic illustration of artificial nacre composed of flat and wavy tablets and its tensile behavior 
(adapted from Ref. 40), and (b) schematic illustration of artificial nacre composed of wavy tablets and its tensile behavior. 
Adapted from Ref. 42.
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(MTM) clay, silicon carbide, aluminum oxide, 
mica, and talc have been utilized [9, 46, 47]. 

The selection criteria for the organic phase are 
more complicated. The organic phase should 
show a strong adhesion to the mineral phase in 
order to prevent delamination at low levels of 
stress. Concurrently, the organic phase is required 
to be ductile and deformable so that it can resist 
high levels of strain. Different types of polymers, 
including polyelectrolytes (PEs), polyvinylalco-
hol (PVA), polycarbonate (PC), and poly(methyl 
methacrylate) (PMMA) have been used as the 
organic phase in biomimetic materials [46, 
48–50]. Some of these polymers are attractive for 
chemical assembly processes. Thus, PVA has a 
good layering ability and forms hydrogen bonds 
with some minerals [48, 49], and PEs contain 
electric charges that facilitate the assembly pro-
cesses [51].

Several innovative approaches were devel-
oped recently to assemble the chosen ingredients 
[52]. These methods can be classified as: (i) the 
freeze-casting method, (ii) layer-by-layer (LBL) 
assembly, (iii) direct-deposition techniques, and 
(iv) centrifugation, sedimentation, shearing, and 
gel casting. Other methods such as template-
assisted fabrication have been utilized to develop 
bone-like materials. A brief review of these tech-
niques along with their aptitudes and limitations 
is included in the remainder of this section.

3.4.1 Freeze-Casting Method

The freeze-casting method has recently been 
utilized to develop layered nacre-like compos-
ites. This innovative technique is based on the 
anisotropic growth of ice crystals by controlled 
freezing. The process starts with preparation 
of a suspension of ceramic particles in water. 
This suspension is then frozen in a controlled 
fashion so that flat ice structures with thickness 
of several micrometers are generated. As the 
ceramic particles are expelled from the forming 
ice, they assemble to form ceramic layers con-
strained between the planes of ice (Figure 3.9a). 

Sublimating the ice by freeze-drying followed 
by a sintering step produces a porous scaffold 
composed of distinctive ceramic layers (Figure 
3.9b). This scaffold is then filled with a tougher 
second phase (Figure 3.9c) such as a polymer, a 
metal, or a metallic alloy, resulting in a layered 
ceramic/polymer (or ceramic/metal) compos-
ite [50, 53, 54]. The layered composite can then 
be pressed so that the ceramic phase breaks into 
tablets, resulting in segmented layered compos-
ite resembling nacre (Figure 3.9d). Figure 3.9e 
shows the bending stress-strain behavior of an 
alumina/PMMA composite fabricated by the 
freeze-casting technique compared to that of 
hydrated red-abalone nacre. It shows that the 
strength and area under the strain-stress curve 
are higher for the alumina/ PMMA composite. 
However, it is noteworthy that the constituents 
and the composition are also different for the 
two materials.

The advantages of this method are as 
follows:

  (i)  Bulk-layered hybrid composites with 
proper control over the thickness of layers 
can be developed.

 (ii)  The success of the process is not depend-
ent on the interfacial compatibility of dif-
ferent phases, so that a large variety of 
materials can be used.

  (iii)  Well-controlled interface behavior can be 
induced either by changing the surface 
roughness of phases or by improving chem-
ical bonds between phases (grafting) [54].

This method yields materials with micro-
structures and deformation behavior resembling 
those of natural nacre, but it cannot control the 
overlap between segmented minerals at neigh-
boring layers. Munch et al. [54] used this strat-
egy to fabricate artificial nacre, composed of  
80 %v/v of Al2O3 and 20 %v/v PMMA, which 
showed 1.4% strain to failure, a strength higher 
than the prediction of the rule of mixtures [55], 
and toughness of two orders of magnitude 
higher than that of Al2O3.
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3.4.2 Layer-by-Layer Assembly

Layer-by-layer (LBL) assembly is based on 
sequential deposition of nanometers-thick lay-
ers of substances from oppositely charged com-
pounds [56]. The substances can be PEs, carbon 
nanotubes, charged nanoparticles, biological 
macromolecules, etc. [56–62].

A substrate is coated with a sacrificial layer 
and then is sequentially dipped into solutions of 

oppositely charged substances with intermedi-
ate rinsing steps (Figure 3.10a). In each dipping 
step, a layer of substances that have opposite 
charge to the substrate is coated on the surface 
by electrostatic interactions. For the case of arti-
ficial nacre, these substances can be nanoclays 
and different polymers. After the layers are 
coated, the sacrificial layer is dissolved so that a 
stable freestanding film is developed. This film 
is stabilized by ionic and hydrogen bonds, which 

FIGURE 3.9 Freeze casting method to develop artificial nacres. (a) Schematic of the set-up, (b) aluminum oxide layers 
after the ice layers are sublimated, (c) layered composite made of alumina layers (the lighter phase) filled with PMMA (the 
darker phase), (d) the segmented layered structure resulted from compressing the layered composite, and (e) flexural stress-
strain behavior of the composite compared to that of nacre. Adapted from Ref. 54.
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lead to an effective load transfer [48, 58, 59]. The 
polymer can be cross-linked to incorporate 
covalent bonds at the interface.

In addition to the possibility of manipulating 
the interface behavior, this process has advan-
tages such as: (i) nanometer control over the 
thickness of layers, (ii) ability to fabricate 
homogenous films with little or no phase sepa-
ration, and (iii) incorporation of antimicrobial 
properties and biocompatibility with the human 
osteoblast for biomedical applications [51]. 
However, for the case of artificial nacre, the 
mechanical properties of the film degrade for 
mineral concentrations higher than 15 %v/v. 
Other main disadvantages are that it is a slow 
process and there are practical limitations to the 
maximum number of layers that can be 
deposited.

The most successful artificial nacre fabricated 
by this method is a PVA/MTM layered compos-
ite, which shows a strength of 10 times higher 
than the organic phase (PVA) and an average 
ultimate tensile strain of 0.7% (Figure 3.10b) 
[48, 63]. Figure 3.10c shows the tensile behavior 
of the composite with and without cross-linking. 
Covalent cross-linking at the interfaces increases 
stiffness and strength at the expense of reducing 
the extensibility of the material.

Another innovative technique is based on 
sequential deposition of inorganic monolayers 
formed at a liquid-gas interface followed by a 
polymer coating stage. Submicrometer surface-
modified platelets are attracted to each other by 
hydrophobic interactions at a water-air interface 
to form an inorganic monolayer (Figure 3.11a) 
[64]. This monolayer is then deposited on a 

FIGURE 3.10 (a) The process plan for LBL assembly consists of sequential (i) dipping in substance A, (ii) rinsing, 
(iii) dipping in substance B, and (iv) rinsing. (b) A cross-sectional scanning electron micrograph of a multilayered nano 
particle/polymer composite fabricated by LBL assembly. (c) Tensile behavior of a PVA/MTM composite with and 
without cross-linking. Adapted from Ref. 48.
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substrate and coated with a polymer so that a 
bilayer of inorganic/organic materials is pro-
duced. This process is repeated several times to 
fabricate a multilayered composite with total 
thickness on the order of few tens of microme-
ters (Figure 3.11b). A free-standing composite 
film is then obtained by peeling this multilayer 
off with a razor blade [46].

Bonderer et al. [65] used this strategy to fab-
ricate an alumina/chitosan hybrid material with 
mineral concentration of almost 15 %v/v, which 
shows a high level of inelastic deformation (17% 
strain to failure). The tensile stress-strain curves 
of four sets of composites containing different 
mineral concentrations are shown in Figure 
3.11c, indicating that increasing the mineral con-
centration up to 15 %v/v results in overall 

improved tensile behavior. The large number of 
hydrogen bonds between the hydrophobic sur-
face of the inorganic platelets and chitosan 
results in highly efficient load transfer between 
the inclusions and the matrix.

3.4.3 Direct-Deposition Techniques

Deposition techniques such as sequential 
sputtering [66], inkjet deposition [67], and spin 
coating [68] have been utilized for fabrication of 
artificial nacres. Sequential ion-beam sputtering 
of metal/oxide layers will result in a layered 
structure with individual layer thickness on 
the order of several nanometers. Using this 
technique, He et al. [66] reported a layered TiN/
Pt nanocomposite, which is harder than the 

FIGURE 3.11 A SEM micrograph of one monolayer of inorganic platelets assembled by hydrophobic interactions and 
deposited on a substrate, (b) a cross-section of the multilayered composite (scale bar = 5 μm), and (c) tensile behavior of the 
composites with different mineral concentration. Adapted from Ref. 46.
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TiN phase (the harder phase in the structure). 
This technique yields multilayered structures 
with sharp interfaces. However, it is a very 
slow process, as discussed in Chapter 15 by 
Martín-Palma and Lakhtakia, and the load-
transfer mechanics are only based on molecular 
interaction at interfaces. The restricted choice of 
materials is another disadvantage.

Another novel technique that can be catego-
rized as either an LBL technique or as a deposi-
tion technique is sequential inkjet deposition of 
different materials on a substrate. This promising 
technique demonstrates nanometer control over 
the thickness of constituents and well-controlled 
mineral concentration. It has two advantages 
over traditional LBL techniques: (i) there is no 
need to go through several intermediate rinsing 
steps, as required for LBL techniques, and  
(ii) direct patterning on the substrate is possible, 
thereby eliminating the need for subsequent 
etching steps. Andres et al. [67] recently utilized 
this technique to develop stable multilayered 
nanocomposite films. A combination of this tech-
nique and the traditional LBL technique, has also 
been used for several purposes, including selec-
tively activating a multilayered surface for metal 
plating or modifying the surface to enhance 
adhesion [69, 70].

3.4.4  Centrifugation, Sedimentation, 
Shearing, and Gel Casting

These processes usually start with coating nano-
platelets with polymers. The nanoplatelets can 
then be assembled using a variety of techniques, 
including centrifugation [71], sedimentation 
[49, 72], and shearing [73]. These techniques are 
relatively faster than other bottom-up assembly 
techniques such as LBL assembly. Using a sim-
ple sedimentation technique, Walther et al. [49] 
recently fabricated a PVA/nanoclay composite 
with a tensile strength of 170 MPa and ultimate 
tensile strain of 0.014. The results are consis-
tent with the results obtained earlier using the 

LBL technique [48]. However, the sedimen-
tation technique is much faster than LBL and 
could lead to high-throughput nanocomposite 
fabrication.

Gel casting can also be used to fabricate pol-
ymer-reinforced platelets. As the first step, the 
platelets are well dispersed in a solution that 
turns to a gel upon cooling, so that the particles 
are locked in their place. The solvent is then 
vaporized to make the structure denser. This 
polymer-reinforced platelet is then hot-pressed 
to further align the platelets. Bonderer et al. [74] 
showed that, for platelet concentration up to 40 
% v/v, the mechanical behavior of these com-
posites can be improved by increasing the plate-
let content but degrades for higher concentrations. 
This composite has strength and stiffness values 
of, respectively, 83% and 13 times higher than 
the pure polymer matrix.

3.4.5 Template-Assisted Fabrication

Template-assisted fabrication methods are 
defined here as the methods in which surface-
modified particles are assembled into a mechan-
ically or chemically modified template. This 
template controls the attraction, growth, and 
morphology of the resulting structures [75]. For 
example, use of cavities with the same size as 
the colloidal particles would direct the particles 
to self-assemble into the cavities in a lock-and-
key manner [76, 77]. In many cases, a two-
dimensional patterned template is used to 
control the growth and morphology of colloidal 
crystals [78, 79]. One-dimensional linear tem-
plates like DNA or single-walled carbon nano-
tubes (SWNTs) are also used to direct the 
organization of nanoparticles [80, 81] or poly-
mers [82, 83].

Template-assisted self-assembly has found 
wide applications in bone mimicry and recon-
struction [84, 85]. Zhao et al. reported the use of 
chemically functionalized SWNTs as templates 
to grow bone-like materials [85]. Hydroxyapatite 
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particles are nucleated and grown into these 
chemically patterned SWNTs in a well-aligned 
platelet form. The thickness of these hydroxyapa-
tite layers is controlled by the coating time and 
can reach values as high as 3 μm.

3.5 CONCLUSION AND OUTLOOK

Despite significant efforts to duplicate the 
structural and functional properties of biologi-
cal hard and stiff materials, only a few success-
ful implementations of these mechanisms in 
biomimetic materials have been reported [48, 
54]. Also, none of these studies have been able 
to develop micro-/nanocomposites with the 
high level of structural organization observed 
in natural composites. Finally, the high level 
of mineral concentration in hard biological 
materials (e.g., 95 %w/w for nacre, 99 %w/w 
for enamel) has not been achieved in their syn-
thetic counterparts.

Experimental investigations show that high 
mineral concentrations result in poor mechani-
cal properties, particularly toughness, in biomi-
metic materials [46, 86, 87] whereas models for 
fracture toughness of biological composites pre-
dict the opposite trend [29]. This moderate suc-
cess of biomimetic materials can be explained by 
the following limitations:

(1)   In biomimetic materials, the mineral tablets 
are not organized in a controlled fashion in 
the polymer matrix [88], whereas the min-
eral tablets in natural composites like bone 
and nacre are arranged in a well-organized, 
staggered structure. This lack of configura-
tion in biomimetic materials necessitates the 
use of highly directed fabrication methods 
rather than simple mixing of the phases [89]. 
This also restricts fabrication of these materi-
als to higher-length scales so that controlled 
arrangements of tablets can be more easily 
achieved.

(2)  The bonding between mineral and polymer 
phases is not as efficient as it is in natural 
composites. In nacre, the sacrificial ionic 
bonds at the interface, which can reform, 
are one of the keys to its superior mechani-
cal properties. This encourages fundamen-
tal research to incorporate such bonding in 
biomimetic materials. The presence of these 
bonds prevents catastrophic failure as the 
broken bonds at the interfaces can reform 
so that the integrity of the structure is 
maintained, even at high levels of strains. 
The challenging question of whether this 
break-reform fashion can be engaged in 
other bonds such as covalent bonds remains 
open [87].

Meanwhile, composites with well-organized 
structures made of macroscale inclusions have 
been developed relatively easily at the expense 
of losing the advantages of using inclusions of 
small size. Therefore, although reducing the 
size of the inclusions is beneficial according to 
the design guidelines for staggered composites, 
it may not result in the expected high perfor-
mance due to the limitations of the fabrication 
processes at small scales, i.e., poor structural 
organization. There is therefore a trade-off 
between the size of inclusions and scalability of 
well-designed structure. State-of-the-art biomi-
metic studies, however, aim to explore innova-
tive and promising fabrication methods to 
develop structures with high levels of struc-
tural organization made of micro/nano 
inclusions.
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4
Biomimetic Robotics

Prospectus
Some basic features of biomimetic robotics and the 
technologies that are facilitating their development 
are discussed in this chapter. The emergence of smart 
materials and structures, smart sensors and actua-
tors capable of mimicking biological transducers, 
bio-inspired signal-processing techniques, modeling 
and control of manipulators resembling biological 
limbs, and the shape control of flexible systems 
are the primary areas in which recent technological 
advances have taken place. Some key applications 
of these technological developments in the design of 
morphing airfoils, modeling and control of anthropo-
morphic manipulators and muscle activation mod-
eling, and control for human limb prosthetic and 
orthotic applications are discussed. Also discussed, 
with some typical examples, are the related develop-
ments in the application of nonlinear optimal control 
and estimation, which are fundamental to the suc-
cess of biomimetic robotics.

Keywords
Biomimetic robots, Electromyography, Electro-active 
polymer, Electrorheological fluids, Kalman filter, 
Magnetorheological fluids, Morphing, Nernst equa-
tion, Nonlinear optimal control, Orthotics, Prosthetics, 
Shape control, Shape-memory alloys, Smart structures

4.1 INTRODUCTION TO 
BIOMIMICRY

Biomimicry refers to the process of mimicking 
living plants and animals in the way in which 
they solve problems or tackle tasks confronting 
them. Thus, biomimicry aims to imitate biologi-
cal processes or systems. 

Research into biomimetic robotics is cur-
rently being conducted in many research insti-
tutions worldwide with the aim of developing 
a class of biomimetic robots that exhibit much 
greater competence and robustness in perfor-
mance in unstructured environments than the 
robots that are currently in use. Biomimetically 
designed and empowered robots are expected 
to be more compliant and stable than current 
robots. Designers of such robots are taking 
advantage of new developments in materials, 
fabrication technologies, sensors, and actuators 
to provide a wide range of capabilities that 
allow these robots to mimic biological processes 
and systems. 

Biomimetic robots are particularly suited to 
perform autonomous or semi-autonomous 
tasks, such as reconnaissance and exploration 
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of new environments, both on Earth and in 
space. For the details of biomimetic robotics, 
readers are referred to a recent book [1].

It is important to mention at the outset that 
biomimicry is facilitated by the presence of 
mirror neurons that are fundamental in giving 
humans the ability to empathize. Developing 
empathy is also a way of learning, and biomimicry 
facilitates the design and building of self-learning 
robots. In this chapter we briefly review the 
technologies that facilitate biomimicry, such as 
smart materials and structures, biomimetic 
sensors and actuators, biomimetically inspired 
signal-processing and analysis techniques, 
novel mechanisms and manipulators, and the 
technology of shape changing and controlled 
morphing. Typical application examples are also 
discussed.

4.2 TECHNOLOGIES 
FACILITATING BIOMIMETIC 

ROBOTICS

4.2.1  Smart Materials and Smart 
Structures

Smart materials are a special class of materials of 
which the material properties can be influenced 
in a significant or novel way by changing the 
environmental conditions in which they oper-
ate. There are many examples of smart materi-
als, such as electro-active polymers (EAPs) [2], 
which are a class of polymers of which the shape 
or size can be influenced by exposing them to an 
electric field. The novel feature of these materi-
als is that, while undergoing high deformations 
due to the influence of the electric field, they are 
able to sustain large forces.

Metallic alloys called shape-memory alloys 
(SMAs) furnish examples of another type of 
smart material [3]. When an SMA is thermally 
activated by heating it beyond the activation 
temperature, there is a phase transformation 
and a rearrangement of the molecules. 

Consequent to this phase change, the material 
changes its shape. However, when it is cooled 
back to its original temperature, the material 
reverts to the original phase and the shape of 
the material is recovered. Certain alloys of (1) 
nickel and titanium; (2) copper, zinc, and 
aluminum; and (3) copper, aluminum, and 
nickel exhibit the  shape-memory property. The 
primary phases involved are generally the 
martensite phase at low  temperatures and the 
austenite phase at high temperatures [4]. 
Because of the fact these SMAs are biologically 
compatible with human physiological organs, 
they are used for a variety of applications 
associated with robotic surgery.

Another class of smart materials is consti-
tuted by electrorheological and magnetorheo-
logical fluids [5], which are, respectively, 
controllable by the application of electric and 
magnetic fields. They consist of colloidal sus-
pensions of particles that form structural chains 
parallel to the applied field. The resulting struc-
ture has a yield point that is determined by the 
applied field. Beyond the yield point, any 
applied shear stress results in an incremental 
rate of shear. Thus, the resistance to motion can 
be controlled by varying the applied field.

Smart structures may be considered to be a 
class of hybrid or composite structures that are 
capable of sensing and responding to a stimulus 
in a controllable and predictable way by the 
integration of various embedded smart materi-
als or elements for sensing, actuation, autono-
mous power generation, signal processing, or 
any dedicated filtering task. Furthermore, like 
an ordinary structure, they are able to sustain 
mechanical loads while also performing addi-
tional functions such as isolating vibrations, 
reducing acoustic noise transmission, monitor-
ing their own state or the environment, auto-
matically performing precision alignments, or 
changing their shape or mechanical properties 
on command.

The concept of a smart or intelligent structure 
was mooted based on the stimulus-response 
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characteristics of living organisms. A smart 
structure can be considered to be biomimetic 
when it is a smart structural system containing 
multifunctional parts that can perform sensing, 
control, and actuation as well as a primitive 
analog of a biological organism. Typically, a 
 biomimetic smart structure is an integration of 
sensors, actuators, and a control system that is 
able to mimic a biological organism in perform-
ing many desirable functions, such as synchro-
nization with environmental changes, self-repair 
of damage, etc.

A typical example of a smart structure is a 
composite structure with embedded piezocer-
amic layers capable of acting as piezoelectric 
actuators [6]. The piezoelectric effect is a prop-
erty of certain materials including certain ceram-
ics, such as lead zirconate titanate (PZT), and 
polymers, such as polyvinylidene flouride 
(PVDF), that cause it to generate a stress in 
response to an applied voltage. The stress gener-
ated in turn causes a particular type of strain that 
may then be employed either to bend or to alter 
the shape of a structure. Moreover, one is able to 
minutely deform a structure at specific locations 
in a controlled and relatively fast manner, thereby 
facilitating their use in high-precision position-
ing applications. Although these materials they 
exhibit the property of hysteresis, methods of 
compensation have been developed so they can 
be controlled in a predictive way. For detailed 
exposition of the dynamics of smart structures, 
see Kim and Tadokoro [2] and Vepa [7].

Another typical example of a smart material 
that can be embedded in a structure is furnished 
by a class of electrostrictive materials that are 
ferroelectric materials such as lead-magnesium-
niobate (PbMgN). Electrostrictive and magneto-
strictive materials are capable of directly 
transforming an electric or magnetic stimulus 
into a small mechanical displacement response 
with little or no hysteresis. Consequently, these 
materials are used in high-speed and high-pre-
cision positioning applications. However, their 
response to the stimulus is not linear and the 

presence of even a small amount of hysteresis is 
difficult to compensate. Yet, they are used in 
high-temperature applications because they are 
able to perform beyond the Curie temperature 
in a temperature domain where piezoelectric 
actuation is not possible. They are particularly 
suitable for acoustic noise or sound generators 
and for generating large forces with low applied 
voltages.

4.2.2 Biomimetic Sensors and Actuators

Biomimicry refers to mimicry of life—that is, to 
imitate biological systems. The term is derived 
from bios, meaning life, and mimesis, meaning 
imitation. Biomimicry concerns the design of 
biologically inspired mechanical devices. One is 
then interested in isolating the special features 
associated with biomimetic sensors. At first 
sight, sensors associated with human physiol-
ogy, such as the eye, motion sensors within the 
inner ear, and touch sensors, seem to be like con-
ventional pinhole cameras, accelerometers and 
gyroscopes, and pressure sensors, respectively. 
And yet a closer examination of the eye reveals 
that it is able to alter the focal length of the 
lens, whereas a pinhole camera cannot. Thus, 
the human eye can be considered a compliant 
sensor.

The saccule and the utricle in the inner ear 
function as inclinometers, which are essentially 
accelerometers measuring a component of the 
acceleration in a preferred direction. Yet, because 
the saccule and the utricle are immersed in a 
fluid medium, they function as integrating accel-
erometers over a high-frequency band. The sac-
cule is primarily located in a vertical plane, while 
the utricle is primarily oriented horizontal with 
respect to the horizon. Both organs have sensory 
membranes called the maculae. The maculae are 
covered by the otolithic membrane. The primary 
sensors in these organs are the macular hair cells 
that project into the otolithic membrane. These 
hair cells are oriented along a centerline that 
curves through the center of the macula. On each 



84 4. BIOMIMETIC ROBOTICS 

side of this centerline, the tips of the hair cells 
are oriented in opposite directions, facing the 
centerline in the utricle and turning away from 
the centerline in the saccule. Hair cells of par-
ticular type are located in abundance near the 
centerline. Due to the opposite orientation of the 
tips of the hair cells and the curvature of the 
centerline in both otolith organs, they are sensi-
tive to multiple directions of linear acceleration 
over a center-frequency bandwidth. Yet, because 
they are immersed in a fluid medium, they func-
tion as integrating accelerometers over high fre-
quencies. This feature, which represents a form 
of compliance, provides these sensors with a 
relatively large operational bandwidth.

Located within the inner ear three semicircu-
lar canals, which are fluid-filled membranous 
ovals oriented in three different planes, function 
like rate gyroscopes. At the base of each is a 
region called the ampulla, which contains hair 
cells called the crista that are affected by move-
ment. These hair cells also respond to movement 
in a manner similar to a set of integrating accel-
erometers. Again, the primary feature of the 
semicircular canals is their compliance.

Another form of compliance is also a primary 
feature in the case of touch sensors. In fact, on 
observing many biological sensors, we find that 
a primary underlying feature is that they are 
essentially compliant in some way. When robotic 
manipulators are performing noncontact or 
unconstrained tasks, there is no need for compli-
ance. The need for compliance arises when con-
tact tasks that impose severe constraints due to 
the geometry of the local environment are being 
performed. When the robot attempts to meet 
these constraints, there is generally a need for it 
to be compliant with the geometry or other con-
straints imposed by the local environment. 

For example, a minimally invasive approach 
to robotic surgery uses three-dimensional imag-
ing techniques coupled with tiny robotic manip-
ulators to perform delicate urological surgery, 
including prostatectomy (removal of the pros-
tate gland to treat cancer). It relies on making 

microscopic incisions with accuracy and control 
and subsequently cuts and manipulates tissue 
through the tiny holes. Thus, successful comple-
tion of the tasks depends on the robot being able 
to meet the compliance requirements, which in 
turn requires that the compliance be monitored 
and controlled.

Since the compliance requirements depend to 
a large extent on the forces and moments gener-
ated by contact, there is a need to monitor and 
control the forces and moments generated by 
contact. Sensors with the ability to self-monitor 
and control the forces and moments generated 
by contact can therefore be considered biomi-
metic sensors.

There is yet another important smart feature 
associated with certain biological sensors. Every 
biological organism generates noise, but only 
some species such as bats have highly sensitive 
sensors capable of sensing the self-generated 
noise [8]. Furthermore, because these organisms 
are endowed with memory, they can compare 
the sensed noise with a record of the noise 
sensed at an earlier instance. This ability to com-
pare and correlate the measurements empowers 
these organisms with an interesting kind of per-
ception. Thus, bats have acoustic sensors that act 
like sonar and allow them to perceive an obsta-
cle in the dark. The key features are the sensors’ 
sensitivity, the presence of memory, and an ele-
ment of built-in self-signal processing, a topic 
that is broadly discussed in Section 4.2.3.

We are now in a position to consider the special 
features associated with biomimetic actuators. 
Probably the best examples of biological actuators 
are the muscles in the human body. Biological 
actuators such as muscles are complex systems 
involving a variety of feedback mechanisms and 
pathways that facilitate both voluntary and invol-
untary responses to stimuli. Moreover, they gen-
erally incorporate a class of biomimetic sensors 
and so possess all the features of biomimetic sen-
sors discussed earlier in this section. Muscles 
work in pairs, called agonists and antagonists, to 
facilitate the coordinated movement of a joint. 
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Muscles can only exert a force while contracting. 
On the other hand, a muscle can allow itself to 
be stretched, although it cannot exert a force 
when this happens. Thus, there is a need for a 
pair of muscles, the agonist providing the force 
by contraction while the antagonist stretches in 
acting against the agonist. Thus, the antagonist 
is responsible for moving the body part back to 
its original position. 

An example of this kind of muscle pairing is 
furnished by the biceps brachii and triceps bra-
chii. When the biceps are contracting, the tri-
ceps are stretching back to their original 
position. The opposite happens when the tri-
ceps contract.

The agonist and antagonist muscles are also 
referred to as (1) extensors when the bones move 
away from each other as the muscle contracts 
(triceps), and (2) flexors when the bones move 
toward each other as the muscle contracts 
(biceps). Combined with the concept of con-
trolled compliance, the resulting biomimetic 
actuators generally feature controllable stiffness. 
The control of stiffness and, consequently, the 
control of compliance can be achieved by means 
of passive components or by employing feed-
back and active components.

A hybrid combination of both active and pas-
sive compliance is referred to as semi-passive 
compliance and generally features the advan-
tages of both actively compliant and passively 
compliant actuators. Whereas actively compli-
ant actuators use an unlimited power source 
and passively compliant actuators use no exter-
nal power source, the semi-passive compliant 
actuators use a limited power source, thus facili-
tating a limit variation of the stiffness. These 
actuators are designed using smart materials 
such as EAPs and SMAs, whereas their active 
counterparts use electrohydraulic and electro-
pneumatic actuators. On the other hand, pas-
sively compliant actuators use passive 
components only, and the variation of stiffness 
in these actuators is achieved by increasing the 
mechanical complexity of their design.

4.2.3  Biomimetic and Bio-Inspired 
Signal Processing

Probably the most widely used biomimetic 
methods of signal processing are artificial neu-
ral networks, which are mathematical mod-
els of the manner in which the biological- and 
cortical-based neural networks function in the 
human body and the brain, respectively. These 
are a well-known class of tools that have been 
applied to a wide range of engineering problems 
well beyond the field of robotics. Another class 
of methods is based on the concept of fuzzy 
logic, which was proposed in the 1960s to cap-
ture aspects of human possibilistic reasoning. It 
must be said at the outset that, in spite of these 
developments, researchers are still interested in 
biomimetic and bio-inspired signal-processing 
methods because most biological methods still 
excel in real-time and real-world perception 
and control applications, input data processing 
from distributed arrays of sensors, and holis-
tic pattern recognition, compared with several 
advanced functionally like-methods in engi-
neering systems.

From the concepts of learning and evolution 
in biological species, the field of genetic algo-
rithms, capturing a host of Darwinian and 
Lamarckian evolutionary mechanisms, has not 
only arisen but is used in many engineering 
applications. See Chapter 17 by Banzhaf on evo-
lutionary approaches in computation. From the 
collective behaviors of elementary entities, new 
concepts of swarm intelligence have been iso-
lated, leading to new methods of genetic optimi-
zation such as particle-swarm optimization and 
ant-colony optimization.

Typically, when a biological sensor such as the 
ear or the eye encounters a signal, the signal goes 
through a range of processing steps before the 
information is acted upon. In an engineered sys-
tem also, the signal undergoes a host of signal-
processing steps. These steps are initiated by 
acquisition of the signal and followed by either a 
sequence of steps leading to signal identification 
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or activity detection. Activity detection refers to 
the process of segmenting an isolated word out 
of the continuous data stream. This step is fol-
lowed by feature set extraction and dimensional-
ity reduction. Reducing the dimensionality of the 
data involves finding a finite set of uncorrelated 
variables and establishing a transformation relat-
ing them to a large number of correlated varia-
bles describing the observed data. Feature 
extraction is the process of reducing the dimen-
sionality of the data to facilitate subsequent clas-
sification. A standard approach to reduction of 
the dimensionality of the data is to use principal 
component analysis (PCA) [9]. PCA reduces a large 
number of original variables into a smaller num-
ber of uncorrelated components that represent 
most of the variance in the original data. At this 
stage the vast quantities of data generated are 
generally classified. A variety of data analysis 
paradigms have been developed for feature 
extraction and classification, including multivari-
ate statistical methods and linear discriminant 
analysis (LDA) [10] and support vector machines 
(SVMs) [11]. Following an assessment of the clas-
sified data, a command signal is generated and a 
control function is executed.

4.2.4  Modeling and Control of 
Anthropomorphic Manipulators

Modeling of human limb dynamics by equiva-
lent robot manipulators and establishing a one-
to-one equivalence of links and joints offers 
the opportunity to create a new generation of 
prosthetic limbs for both healthy and disabled 
people.

Humans use naturally developed algorithms 
for control of limb movement, which are limited 
only by the muscle strength. Furthermore, 
whereas robotic manipulators can perform tasks 
requiring large forces, the associated control algo-
rithms do not provide the flexibility to perform 
tasks in a range of environmental conditions 
while preserving the same quality of performance 
as humans. Thus, interfacing a robot manipulator 

to the human body so that the manipulator is 
controlled by electromyographically sensed sig-
nals will allow the manipulator to be controlled 
by the human brain, as well as provide the ability 
to perform tasks requiring large forces.

Alternately, an exoskeleton robot, serving as 
an assistive device, may be worn by a human as 
an orthotic device. If such a robot is to be prop-
erly matched to assist the human, its joints and 
links must correspond to those of the human 
body, and its actuators must share a portion of 
the external load on the operator. For this rea-
son, it is important to design and build robotic 
manipulators that are able to emulate human 
limbs. The aim then is to model the human arm 
so as to emulate its degrees of freedom, kinemat-
ics, and dynamics.

To model the human forearm, it may be 
observed that at three key nodal points—the 
shoulder joint, the elbow, and the wrist—the 
human arm is characterized by a minimum of 
three, two, and three degrees of freedom, respec-
tively. These are adduction/abduction, flexion/
extension, and interior/exterior rotation at the 
shoulder; flexion/extension, rotation, and supi-
nation/pronation at the elbow; and flexion/
extension and ulnar/radial deviation at the 
wrist and link twist at the wrist end. 

To emulate these joints, the human arm is 
modeled by four rigid bodies, where the first 
one has two degrees of freedom—the joint angle 
about a vertical axis and the link twist about a 
horizontal axis—and the remaining three links 
each have two degrees of freedom characterized 
by the joint angles and link twist. The first and 
last links are relatively small in length, and the 
first two joints along with the first link constitute 
the shoulder joint. The joint between the second 
and third links constitutes the elbow; the joint 
between the third and fourth links and the 
fourth link constitute the wrist, which is assumed 
to be attached to the hand. 

In Section 4.3.1.3, the performance of the non-
linear controller of such a robot manipulator 
(Figure 4.1) based on a complete dynamic model 
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is discussed. Each joint can be modeled as a 
mechanical system, as shown in Figure 4.2, 
where the dampers are omitted since these are 
generally parallel to the springs. Each joint in 
the serial manipulator is assumed to be driven 
by an antagonistic pair of actuators.

4.2.5 Shape and Morphing Control

Recent studies conducted by Weisshaar [12] and 
Bae et al. [13] have indicated that morphing of 
the airfoil shape has several potential benefits 

FIGURE 4.1 Mechanical model of the forearm.

FIGURE 4.2 Mechanical model of a joint driven by an 
antagonistic pair of actuators.

FIGURE 4.3 Airfoil actuated by an assemblage of rigid-link 
actuators.
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in generating lift on a wing. There are methods 
of affecting and altering shape. Typically, these 
involve the use of (1) multiple serial manipulators 
with rigid links, (2) multiple serial manipulators 
with elastic links, and (3) dynamically controlled 
morphing elastic/smart structures. Figure 4.3 
illustrates a typical airfoil actuated by a truss-
like assemblage of rigid-link actuators [14]. The 
upper and lower surfaces are actuated by inde-
pendent serial manipulators while the thickness 
is controlled by a set of extendable actuators. 

The morphing schedule is defined by a series 
of standard airfoil shapes. For example, a typical 
morphing schedule of NACA airfoil shapes is 

1112, 1115, 1118, 4418, and 8818. NACA 1112 is a 
slightly cambered 12% thick airfoil. The thick-
ness and camber morphing sequences are illus-
trated in Figure 4.4. First, as shown in Figure 
4.4a, the thickness is increased to 15% (NACA 
1115) and then to 18% (NACA 1118). Then, as 
shown in Figure 4.4b, the thickness is held at 
18% and the maximum camber is increased from 
1 to 4 and then to 8 (the first digit; the second 
digit defines the location of maximum camber). 
To secure the benefits of morphing, one would 
ideally like to morph from a low-speed airfoil 
such as NACA 0012 to a supercritical airfoil at 
transonic speeds such as NASA SC(2) 0712 
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FIGURE 4.4  (a) Thickness control of a morphing airfoil, and (b) camber control of the morphing airfoil.
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 (Figure 4.5). The net increase of the maximum 
lift coefficient could be almost as high as 34% 
with a slight reduction in the stall angle, the 
airfoil’s angle of attack beyond which the airfoil 
experiences a marked loss of lift.

To obtain a smoother shape, one could in prin-
ciple use flexible or compliant links that could be 
either passively or actively controlled [15–17]. In 
the latter case, one could precisely control the 
shape of the airfoil as each elastic segment or link 
in the manipulator is also actively controlled by 
a suitable actuator. The key to achieving shape 
control is the availability of typical actuators that 
can affect the shape with the expenditure of min-
imum energy. This aspect has been researched 
by several investigators [13, 18–21]. Apart from 
conventional actuators, one could use PZT-based 
piezoceramic or SMA actuators.

In the remainder of this section, let us con-
sider the derivation of the general equations 
describing the deformation and morphing 
dynamics of a structure [22]. We seek to change 
the radius of curvature of a curved beam from 
one continuously varying function to another by 
the simultaneous application of longitudinal 
and transverse forces as well as a distributed 
bending moment along the track of the beam.

Let us consider a uniform, curved beam with 
variable radius of curvature and its dynamics 
under the action of (1) external distributed control 
forces acting both tangentially and along the radi-
als as well as (2) an external distributed bending, 
control moment acting about the sectional neutral 
axes. The fundamental assumptions made to sim-
plify the analysis are as follows:

1. A plane section of the cross-section before 
bending remains planar after bending.

2. Every cross-section of the beam is symmetri-
cal with respect to the loading plane.

3. The constitutive equations relating the stresses 
and strains are defined by Hooke’s law.

4. Deformations are assumed to be dynamic 
and slowly varying, so all stresses other 
than those used to define the in-plane and 
the bending stress resultants do not change.

The geometry of a uniform symmetric curved 
beam with a variable radius of curvature R(α) is 
illustrated in Figure 4.6. The span of the beam, 
maximum rise, height of the middle surface, and 
inclination to the x axis are, respectively, denoted 
by L, h, y(x), and α. The mass per unit length of 
the beam is denoted by m, and the section mass 
moment of inertia about an axis transverse to the 
plane of bending and passing through the section 

FIGURE 4.5 The NASA SC(2) 0712 supercritical airfoil 
overlaid on top of a symmetric NACA 0012 airfoil in the 
background.

FIGURE 4.6 (a) Geometry of uniform curved beam, and 
(b) in-plane and shear forces and bending moment acting on 
an element of the beam.
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center of mass is denoted by Im. The displacements 
in the direction of the positive radial and the tan-
gent to the curve are assumed to be w and v, 
respectively. The rotation of the cross-section is 
assumed to be ψ. The in-plane, axial stress result-
ant, and bending moment stress resultant are 
denoted by N and M, respectively. The external 
distributed torque acting is denoted as T. The 
shear force acting at any section is given by Q, and 
the external longitudinal and transverse forces are 
denoted by F and P, respectively.

The displacements in the direction of the pos-
itive radial and the tangent to the curve w and 
v, and the rotation of the cross-section ψ, are 
related to each other by the relation

where the prime denotes differentiation with 
respect to α, and R = R(α) is the local radius cur-
vature. On considering a typical element of the 
beam as shown in Figure 4.7, the conditions of 
force and moment equilibrium are as follows:

Dividing both sides of Eqs. (4.2a)–(4.2c) by 
R dα, we obtain

(4.1)dw/dα ≡ w
′
= v + Rψ ,

(4.2a)

dF + dN + Q dα = mR dα
d2

dt2
(w′

− Rψ),

(4.2b)dP + dQ − N dα = mR dα
d2

dt2
w,

(4.2c)dT − dM − QR dα = ImR dα
d2

dt2
ψ .

(4.3a)

1

R

dF

dα
+

1

R

dN

dα
+

Q

R
= m

d2

dt2
(w′

− Rψ),

(4.3b)
1

R

dP

dα
+

1

R

dQ

dα
−

N

R
= m

d2

dt2
w,

(4.3c)
1

R

dT

dα
−

1

R

dM

dα
+ Q = Im

d2

dt2
ψ .

The bending moment stress resultant is related 
to the transverse displacement by the relation

The in-plane stress resultant is

In Eqs. (4.4) and (4.5), E is the Young’s modu-
lus of the material of the beam that is assumed 
to be homogeneous, A is the area of cross-section 
of the beam, and Ia is the section area moment 
of inertia about an axis transverse to the plane 
of bending and passing through the section’s 
geometric center. Eliminating M and N from 
Eqs. (4.3a)–(4.3c), we obtain three partial differ-
ential equations that must be solved to obtain w, 
ψ, and Q. Alternately, they may also be expressed 
in terms of w, v, and Q.

Given the equations of motion and the con-
trol inputs, one could design an appropriate 
control for morphing the structure. In flight, one 
would need to include the unsteady loads. 
However, the downside of morphing structures 
is their susceptibility to divergence and flutter 
instabilities, which must be avoided.

4.3 ENGINEERING APPLICATIONS

In this section several key applications are con-
sidered in some detail.

4.3.1  Modeling and Control of Robotic 
Manipulators

4.3.1.1 Introduction
Motion control of a robot manipulator is a fun-
damental problem that must be addressed at the 
design stage. Two categories of motion-control 
problems may be identified during the use of 

(4.4)M = −
EIa

R2
(w′′

+ w).

(4.5)
N =

EA

R
(w + v

′) −
M

R

=
EA

R

[

w +
d

dα
(w′

− Rψ)

]

−
M

R
.
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robotic manipulators: (1) point-to-point motion 
control, and (2) motion control with prescribed 
path tracking. Kahn and Roth [23] were the 
first to propose an optimal control for a robotic 
manipulator that belonged to the point-to-point 
control category and was based on the local lin-
earization of the robot dynamics.

The motion-control problem with prescribed 
path tracking requires a path to be specified and 
is related to the general problem of path plan-
ning. Both motion-control approaches can be 
implemented by the use of optimal control 
methods, which could also be classified into two 
broad groups: (1) methods based on the solution 
of the Hamilton–Jacobi–Bellman equation or 
nonlinear programming, and (2) methods based 
on reduction of the solution to a two-point 
boundary value problem. The latter class of 
optimal controllers can yet again be classified 
into two groups based on the nature of the con-
trol: (2a) on-off or bang-bang control or time-
optimal control, or (2b) continuous feedback 
quadratic cost-optimal control.

Time-optimal control methods were initiated 
in the mid-1980s by Bobrow et al. [24] and Shin 
and McKay [25], and efficient algorithms for 
bang-bang (time-optimal) control were pro-
posed by Pfeiffer and Johanni [26] and Shiller 
[27]. Chen and Desrochers [28] were able to 
prove that that the time-optimal control prob-
lem is really a bang-bang solution. Bobrow et al. 
[29], Bien and Lee [30], and Chen [31] dealt with 
multiple manipulator arms. More recent efforts 
have been focused on the application of state 
and control constraints.

The application of evolutionary optimal 
methods and learning and adaptive strategies 
to time-optimal control have also been exten-
sively pursued. For example, Arimoto et al. [32] 
introduced the concept of iterative learning 
control; Berlin and Frank [33] applied the con-
cept of model predictive control to a robotic 
manipulator. There are also several other evo-
lutionary techniques based on the use of fuzzy 
sets, genetic algorithms, and neural networks 

that seek control laws that ensure optimal per-
formance. The application of dynamic program-
ming methods to robotic manipulators was also 
initiated in the 1980s, although the design of 
optimal trajectories was done in the 1970s.

One of the most well-known robot control 
schemes that emerged in the 1980s is the computed-
torque control method, which involves the 
computation of the appropriate control torques 
and forces based on the robot dynamics, using (1) 
the sensed and estimated values of the generalized 
coordinates and velocities, and (2) the estimated 
values of the generalized accelerations. When the 
robotic manipulator dynamics and the loads are 
precisely known and if the sensors and actuators 
are error-free and the environment is noise-free, 
the computed-torque control method assures 
that the trajectory error goes to zero. Gilbert and 
Ha [34] have shown that the computed-torque 
control method is robust to a small modeling 
error. Moreover, the control law has the structure 
of a nonlinear-feedback control law.

The computed-torque control method natu-
rally led to the use of quadratic cost-optimal con-
trol coupled with sensor-based estimation to 
generate the feedback control torques, with or 
without the use of a prescribed trajectory. This 
also led to the development of independent sen-
sor-based quadratic cost-optimal control algo-
rithms for robot manipulators [35].

The influence of flexibility on robot dynamics 
was first considered in the late 1970s and early 
1980s (see, e.g., Book [36]). The inclusion of the 
effects of the dynamics of flexibility into the con-
troller design process began shortly thereafter. 
The paper by Spong [37] is a good example. 
Many control schemes that are extensions of the 
control schemes for rigid manipulators, such as 
the computed-torque control method [38], opti-
mal feedback control [39], and optimal and robust 
control [40], have been successfully proposed to 
tackle the modeling and control problems of flex-
ible manipulators. Several new approaches to 
modeling [41–44] as well as a number of control-
ler synthesis techniques tailored to flexible robots 
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driven by control actuators [45–47] have also 
been published. The problem of motion control 
of flexible multilink manipulators has recently 
been considered by Wang et al. [48]. In the early 
1990s, papers on the influence of nonlinear elastic 
effects first began to appear. Fenili et al. [49] 
developed the governing equations of motion for 
a damped beamlike slewing flexible structure 
driven by a DC motor and presented discussions 
of nonlinear effects.

Optimal control techniques [50] based on opti-
mization of H2 and H∞ norms of a cost functional 
have emerged as reliable and computationally 
fast methods for the synthesis of feedback con-
trol laws for systems that are essentially described 
by a set of linear differential equations. However, 
most engineering systems, including robotic 
manipulators, particularly those involving some 
form of energy conversion or systems associated 
with biological processes, are patently nonlinear 
and must be dealt with in their natural form. The 
primary advantage of a nonlinear regulator is 
that closed-loop regulation is much more uni-
form and, consequently, the response is always 
closer to the set point than a comparable linear 
controller. Although the roots of nonlinear opti-
mal control theory were established a long time 
ago when Bellman [51] formulated his dynamic 
programming approach and characterized the 
optimal control as a solution of the Hamilton–
Jacobi–Bellman equation [52], computational 
methods for rapid computation of the feedback 
control laws are not easily available.

Several other methods, such as the use of con-
trol Lyapunov functions and model predictive 
control, have also emerged [53,  54]. One 
approach, first suggested by Cloutier et al. [55], 
is nonlinear regulation and nonlinear H∞ con-
trol. A related technique due to Vlassenbroeck 
and van Dooren [56] is based on an orthogonal 
series expansion of the dynamical equations fol-
lowed by a sequential numerical solution of the 
conditions for optimality. Another approach is 
based on replacing the nonlinear optimal con-
trol problem by sequence of linear quadratic 

optimal control problems. Several researchers 
have addressed the issue of the synthesis of full-
state feedback control laws when all states are 
measurable [57–60]. However, there are rela-
tively fewer examples of the application of non-
linear H∞ control [61, 62] to systems where only 
a limited number of states are available for 
measurement.

4.3.1.2  Modeling of a Multilink Serial 
Manipulator

Let us apply the H∞ controller synthesis algorithm 
to the position control of a flexible, three-link serial 
manipulator. The traditional H∞ controller for a 
linear system consists of a full-state estimate linear 
feedback control law and a H∞ state estimator. The 
feedback control law is synthesized by solving 
an algebraic Riccati equation [63], whereas the 
estimator is similar in form to a Kalman filter 
(KF) [64]. The nonlinear controller is obtained 
by synthesizing a frozen estimated state optimal 
control law and replacing the linear estimator 
by a nonlinear filter known as the unscented 
Kalman filter (UKF) that is obtained by applying a 
nonlinear transformation known as the unscented 
transformation [65–67] while propagating the 
estimates and covariance matrices. The resulting 
controller is a nonlinear controller. 

The unscented H∞ estimator, a nonlinear esti-
mator that bears the same relationship to the 
linear H∞ estimator as the relationship of the 
UKF to the linear KF, is constructed by the same 
process as the UKF, by employing a weighted 
combination of estimates and process covariance 
matrices evaluated at a finite set of sigma points.

The modeling of a multilink manipulator can 
be done by adopting the Lagrangian formulation 
[1]. With the correct choice of reference frames, 
the dynamics can be reduced to a standard form. 
A typical three-link serial manipulator used to 
represent a human prosthetic limb is illustrated 
in Figure 4.7. The Euler–Lagrange equations 
may be expressed as a standard set of three cou-
pled second-order equations for the joint varia-
bles θi that are defined in Figure 4.7. The nonlinear 
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perturbation dynamics about the equilibrium 
may be obtained from these equations.

In the perturbation equations, the external 
moments acting on the links are the sum of the 
control torques and the disturbance torques. The 
nonlinear equations can be written in state-
space form by adopting standard techniques for 
defining an augmented state vector.

The additional kinetic and potential energies 
due to elastic transverse (normal) displacement 
normal to the link are used to determine the 
equations of motion of a flexible manipulator. A 
beam that is simply supported at its edges expe-
riences a midplane stretching when deflected. 
The influence of this geometric nonlinearity or 
stretching on the response increases with increas-
ing amplitude of motion. The dynamics may be 

described by nonlinear strain–displacement 
equations and a linear stress–strain relation, 
which results in an approximate nonlinear equa-
tion [68–70] for beam vibrations. The general-
ized external nonlinear forces due to stretching 
of the midplane may then be determined. The 
complete equations of motion may then be 
expressed in standard state-space form.

Expressions for the additional coefficient 
matrices in the dynamics due to the presence of 
flexibility and midplane stretching may be 
obtained from the expressions for the additional 
kinetic and potential energies due to flexibility 
and the additional generalized work done by the 
nonlinear force distribution and structural damp-
ing forces. For brevity, the details are not pre-
sented here. The state space is now augmented 
to include the amplitudes of the assumed flexible 
displacement modes, and the corresponding 
equilibrium and perturbation equations may be 
found. The nonlinear H∞ controller synthesis 
problem is solved with the plant assumed to be 
nonlinear in terms of state-space description, but 
with the measurements and the performance 
assessment outputs assumed to be linear in terms 
of the states and inputs. The adopted nonlinear 
H∞ controller synthesis method is based on the 
linear H∞ controller synthesis method [71–75].

It should be mentioned at this stage that both 
nonlinear H2 control and the UKF are special 
cases of the corresponding H∞ controller and the 
unscented H∞ estimator. To get the benefits of 
both H2 and H∞ control, one design approach is 
to choose the free parameters in the H∞ control-
ler design within appropriate limits. Such an 
approach will let the designer allow for the fact 
that the nonlinear closed-loop system, with the 
H∞ controller in place, is generally a lot less 
robust than the linear closed system with the 
linear H∞ controller in place.

4.3.1.3  Application to the Position Control of a 
Three-Link Flexible Serial Manipulator

The three-link flexible serial manipulator con-
sidered in this section serves as a benchmarking 

FIGURE 4.7 Typical three-link manipulator showing the 
definitions of the degrees of freedom.
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example. The nonlinear H∞ controller synthe-
sis method is applied to this problem, although 
there are more effective methods of controlling 
the plant, such as controller partitioning. Thus, 
the feasibility of the nonlinear control technique 
and its limitations can be assessed. One of the 
major advantages of the use of the nonlinear con-
troller synthesis methodology is the availability 
of well-defined algorithms for solving algebraic 
Riccati equations and for unscented Kalman 

filtering, which could be routinely adapted to 
solve the nonlinear controller synthesis problem.

The measurements were assumed to be the 
three angular link positions measured at the 
 pivots. All of the process and measurement 
 disturbances were modeled as white noise or 
delta-correlated random inputs. The measurement 
disturbances were assumed to be relatively very 
small compared with the process noise. Each of the 
process disturbance torques was assumed to be 
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FIGURE 4.8 Simulated, estimated and measured angular positions, in radians, of the base-link, mid-link and tip-link in 
the controlled 3-link flexible manipulator obtained by using the improved state estimator to compute the control gains.
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less than 0.05 nm in magnitude. The measurement 
disturbances were assumed to be less than 0.5°. 
The masses, joint stiffnesses, and lengths of the 
three links are assumed to be equal in magnitude. 
The three links were assumed to be uniform, with 
the centers of mass located at the middle of the 
links. Only the first two modes were included to 
represent the elastic effects in each of the three 
links. As a result, in the example considered, a 
total of six modal amplitudes are included in the 
model, whereas the total number of states is 18.

Only a typical result of the simulated, esti-
mated, and measured positions of the three links 
obtained by using the frozen estimated state 
approximation to compute the control gains is 
shown in Figure 4.8. The time step for the calcu-
lation is dt = 0.0002s and the timeframe for the 
calculation is 12,000 time steps. The manipulator 
was commanded to move from a configuration 
with all three angles equal to zero, to a configu-
ration where the bottom, middle, and top links 
were at the angles 24°, 18°, and 12° to the hori-
zontal. On examining the results, it is observed 
that the estimator convergence in the closed 
loop is the most important requirement for long-
term stable performance. Thus, the estimator 
was tuned by tuning the unscented transforma-
tion. All other parameters in the unscented filter 
algorithm are maintained the same. The control 
gains are again computed using the frozen esti-
mated state approximation and the simulations 
repeated. Although the very small amplitude 
oscillations (< 0.2°) and small steady-state point-
ing errors were unavoidable, the closed-loop 
system was stable in the long term. Increasing 
the number of time steps provided no difficul-
ties, and the unscented H∞ estimator continued 
to converge to the measurement in spite of small 
variations in angular positions about the desired 
set point because of the presence of the noise.

The results presented here indicate that in the 
case of the closed-loop nonlinear H∞ control, the 
estimator tracks the angular positions of a flexi-
ble multilink serial manipulator to within ±3% 
of the set point (the initial error was 2%), and this 

value increases considerably for other cases that 
are not optimal. Further reductions in the track-
ing error are possible if one relaxes the bounds 
on the maximum permissible magnitude of the 
control input, which have been implicitly set by 
scaling the inputs. Moreover, the influence of 
nonlinear flexibility was relatively small, indicat-
ing that the estimator’s performance did not 
degrade due to the presence of small structural 
nonlinearities in the dynamic model. Like its lin-
ear counterpart, the nonlinear H∞ controller 
seeks to maintain a balance between disturbance 
rejection and stability. When the H∞ estimator is 
combined with methods involving the control 
law synthesis based on replacing the nonlinear 
optimal control problem by sequence of linear 
optimal control problems, a powerful computa-
tional tool may be established for synthesizing 
control laws for a variety of nonlinear controller 
synthesis applications in biomimetic robotics.

4.3.2  Muscle Activation Modeling for 
Human Limb Prosthesis and 
Orthotics

4.3.2.1 Muscle Activation Dynamics Modeling

Let us consider a representation of a human limb 
as an articulated linkage system of intercalated 
bony segments. The bones, articulations, and 
some of the ligaments (bone-to-bone joining tis-
sues) and tendons (muscle-to-bone joining tissues) 
involved in flexion and extension of a limb serve 
as the template for generic modeling of limbs. 
Flexion is defined as the bending of, or decrease in 
angle between, articulated body parts. Extension 
is the opposite of flexion, resulting in a straighten-
ing of anatomic links. In regard to limbs, adduction 
and abduction are defined, respectively, as motion 
away from or toward the center line of the limb—
that is, the vertical axis of the limb. Limb motion 
generated solely by muscle activation inputs is 
referred to as active movement, whereas motion 
generated without reference to muscle activation 
inputs is referred to as passive. The terms proximal 



96 4. BIOMIMETIC ROBOTICS 

and distal are anatomical descriptors meaning, 
respectively, closer to and farther from the central 
reference point of the limb in question.

Connective tissues (collagen), which bind the 
parallel fibers that make up skeletal muscles, 
join together at the ends of a muscle to form 
tendons. For intrinsic muscles, these elastic ten-
dons terminate on the limb component’s bones. 
In the case of the extrinsic muscles, the tendons 
extend from remotely located muscles, spanning 
multiple joints in the limb. They are tethered to 
intermediate bones by fibrous tunnels that 
smoothly guide the tendons to maintain their 
relative positions to the neighboring smaller 
bones instead of assuming straight paths during 
flexion or extension. The organization, network-
ing, and dynamics of connecting tendons pri-
marily determine the range of motion of a limb.

Tendon connections are responsible for the 
forces generated by bundles of muscle fibers to 
be translated into torques about the joints. If the 
resulting moment exceeds an opposing moment 
from an antagonistic group of muscles or a dis-
tribution of external loads, then the limb will 
rotate about the joint. Because muscles provide 
power only during contraction, complementarily 
oriented muscles must command tendons to the 
bones they are connected to. These muscles are 
referred to as flexors and extensors. A flexor signal 
is said to supinate the limb, and an extensor sig-
nal is said to pronate the limb. Control of the 
limb is the result of these and other muscles act-
ing together on different sides of a rotational joint 
axis. The redundancy of the tendons enables 
muscles to contract either antagonistically and/
or synergistically and thereby optimally tune the 
loading of articulated joints for different tasks.

Since muscles can pull but not push, to  
produce a moment or rotation in both directions 
(flexion/extension) one will need a pair of muscles 
opposing each other (antagonistic muscles). How-
ever, the stiffness and damping contributions of 
the muscles add while the exerted moments sub-
tract. Thus, by carefully coordinating muscle activ-
ities, the net joint torque may be held constant 

while the net impedance increases. Impedance is 
primarily provided by the damping of the joint’s 
relative motion, whereas the damping within a 
joint is provided by ligaments. It is assumed that 
the ligaments also provide for impedance control. 
But the impedance must also meet stability con-
siderations, and the provision of a redundant set 
of tendons and ligaments satisfies this require-
ment. Thus, it is not only extremely important to 
be able to model the ligament damping, the ten-
don dynamics, and the generation of both forces 
by a single muscle but also the moments and the 
dynamics of an antagonistic pair of muscles.

Continuously commanded control inputs to 
the muscles are assumed to provide neural sig-
nals that make their way into the muscle fiber 
via neuromuscular junctions. These signals can 
be measured and constitute the electromyogram 
(EMG) signals. The main features of EMG sig-
nals, when used as continuous control command 
signals for prostheses, are their nonlinear and 
nonstationary characteristics. To develop an 
EMG controller for a prosthesis, one approach is 
to mimic neuromuscular control models of 
human limbs. Modeling of the biological limb 
dynamics is expected to result in a more respon-
sive controller for prosthetic limbs. Our objective 
is to develop a generic approach to neuromus-
cular modeling of the dynamics of human limbs. 
There are four aspects to consider:

1. Modeling of the neuromuscular action 
potentials,

2. Modeling of the muscle activation dynamics,
3. Modeling of the muscle moment generation, 

and
4. Modeling of the tendon length dynamics.

4.3.2.2  Modeling of the Neuromuscular Action 
Potentials

Modeling of the neuromuscular action potentials 
that mimic the measurements of EMG signals can 
be done using either surface-mounted electrodes 
or thin-wire electrodes embedded within a mus-
cle. These measurements are aggregate models of 
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delayed weighted summations of neural signals 
in the form of action potentials emerging from 
the nerve cells embedded in each muscle fiber 
within a pool of muscle fibers. It is these weight 
summations of several single fiber action poten-
tials that constitute a typical EMG measurement. 
The EMG signal is assumed to be an amplitude-
modulated carrier with multiplicative noise (to 
model the firing and recruitment of motor units 
near the sensors when there is change in the mus-
cle force level) and additive noise (arising from 
distal motor units) of the activation inputs to a 
neuromuscular model of the limb dynamics. It is 
assumed that the activation signals are extracted 
following several steps that include pattern rec-
ognition and/or blind signal analysis.

4.3.2.3  Modeling of the Muscle Activation 
Dynamics

Sensory and motor nerve fibers enter the muscle 
in one or two nerve branches. Most muscle fibers 
are supplied by alpha motoneurons [1; see Sec-
tion 4.2.4.5], while gamma motoneurons [1; see 
Section 4.2.4.5] supply the muscle fibers within 
the muscle spindle. The nerve fiber enters the 
muscle at the motor endplate, and the whole of 
the neuromuscular junction at the nerve fiber 
constitutes a motor unit. Depolarization of the 
nerve fiber activates the muscle fiber at the 
motor unit and is responsible for the activation 
that in turn increases the concentration of cal-
cium ions, which in turn switches on the muscle 
contraction. The activation state is a function of 
calcium ion concentration.

Concentration dynamics can be modeled by 
the Nernst equation, but a simplified model is 
used for the gating function of the calcium ions. 
Zajac [76] defined it by

where u is the depolarizing input from a motor 
unit, q is the activating state, β is the fraction of 
the activating state that is not influenced by the 
external control, and τact is the time constant of 

(4.6)
dq

dt
=

[β + (1 − β)u]

τact

q +
1

τact

u,

the order of 10 ms for fast twitch fibers and 60 ms 
for slow tonic fibers.

4.3.2.4  Modeling of the Muscle Moment 
Generation

To model the forces within a muscle, it is essen-
tial to consider several recruitment schemes of 
multiple motor units for different fibers. The 
sudden recruitment of a motor unit at its initial 
firing rate causes a step increase of muscle force; 
the size of that step is determined by the frac-
tional physiological cross-sectional area of that 
unit, which is a function of the number of motor 
units. Upon recruitment, the lumped motor unit 
modulates its frequency according to an effec-
tive recruitment signal that is proportional to 
the amount of muscle recruited. The effective 
recruitment signal is characterized by a rise 
and fall time constant that is determined by the 
first-order dynamics of the exchange of calcium 
between the nerve cells and muscle fiber within 
the motor unit [77]. The level of effective activa-
tion of each fiber results from a linear combina-
tion of multiple motor unit activations weighted 
by their respective fractional physiological cross-
sectional area. The differences between tonic (or 
slow) and twitch (or fast) fiber types are reflected 
in rise and fall time constants of the excitation 
dynamics that model the sagging or yielding 
properties, the activation frequency that rep-
resents the calcium dynamics, and the muscle 
force-length and muscle force-velocity proper-
ties. Thus, the muscle force is represented as

where F0 is the maximum force generated, 
which could itself be dynamic and could be 
modeled by a first-order dynamic model, 
although it is assumed constant here; Wi are 
a set of weights; Afi is the frequency of activa-
tion, which primarily depends on the dynam-
ics of calcium ion concentration; FiV is the 

(4.7)

F = F0

J
∑

i=1

Wi × Afi ×

[

FiV(V)FiL(L)qi + Fpi(L)

]

,
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force-velocity function, which is obtained from 
a model like the Hill-type model [78, 79], as 
(FiV + a)(V + b) = constant = b(FiV0 + a), where 
FiV0 is the isometric muscle force (in practice, 
the Hill-type function is sometimes substituted 
by a sigmoid function); FiL is the force-length 
function that is modeled by a parabolic func-
tion; and Fip is the passive force-length function 
that is modeled as a fraction of the total force or 
by a sigmoid function. The actual calculation of 
the forces is done exactly as by Csercsik [58, 80, 
81]. Thus, the muscle forces F are expressed as

where Fmax is the maximum muscle force, fL is 
the parabolic muscle force of the muscle, dp is 
the proximal distance between the joint and 
the origin of the muscle, dd is the distal distance 
between the joint and the insertion point of the 
muscle, fV is a Hill or sigmoid function repre-
senting the muscle force-velocity characteristic, 
and q is the muscle activation state.

4.3.2.5  Modeling of the Tendon Length 
Dynamics

To model the tendon length dynamics, the mod-
els of viscoelastic tissue discussed by Fung [82] 
are considered. These are the standard linear 
solid and the quasilinear viscoelastic solid mod-
els. The tendon length-time relation for a stan-
dard linear solid is given by

where τε and τσ are the relaxation times for con-
stant strain and constant stress, respectively, and 
Lt0 is the initial tendon length. In the case of a 
quasilinear viscoelastic solid,

(4.8)F = FmaxfL(α, dp, dd)fV(α, ω)q,

(4.9)

Lt(t) = Lt0

[

1 −

(

1 −
τσ

τε

)

e
−t/τε

]/

[

1 −

(

1 −
τσ

τε

)]

,

(4.10)

Lt(t) = Lt0

[(

1 + c

∫ τ2

τ1

e
−t/τ

dτ/τ

)/

(

1 + c

∫ τ2

τ1

dτ/τ

)]

.

The integral may be replaced by a finite summa-
tion of exponential terms:

The resulting model is a higher-order gener-
alization of that for a linear elastic solid. The 
model assumed by Csercsik [80] could be con-
sidered to be a special case of the model defined 
by Eq. (4.11). In our case, the tendon dynamics 
is modeled by the linear viscoelastic solid, 
although the provision for using the higher-
order model is retained. In the case of the linear 
elastic solid, the tendon length satisfies the 
dynamic equation

where wt is the assumed Gaussian white noise 
process driving the rate of change of the tendon 
length. The complete set of state equations for 
the limb dynamics actuated by a flexor and an 
extensor pair of muscles may now be assembled 
and discretized by standard methods.

4.3.2.6  Application to Muscle Dynamic System 
Parameter Identification

In this section the adaptive method is coupled 
with the UKF developed by Julier and Uhlmann 
[65] and used to estimate the parameters of a 
bilinear model of a binary muscle-activation 
system that belongs to the Weiner type of block-
oriented models. The details of the adaptive Kal-
man filter implementation may be found in the 
work of Vepa and Zhahir [83].

The adaptive UKF is applied to the problem 
of identification of a typical flexor–extensor 
muscle pair. A typical set of parameters was 
assumed for the muscle–limb dynamics and the 

(4.11)

Lt(t) = Lt0

[(

1 +

I
∑

i=1

cie
−t/τi

)/

(

1 +

I
∑

i=1

ci

)]

.

(4.12)dLt

dt
= −

{

Lt − Lt0

/[

1 −

(

1 −
τσ

τε

)]}

τε

+ wt,
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state response simulated by numerical integra-
tion of the equations in MATLAB. The assumed 
set of parameters is listed in Table 4.1. Table 4.2 
lists the initial values of the states, that were 
estimated by the adaptive UKF estimator. Of 
these states, the last seven are assumed to be 
constants. All the equations are assembled and 
expressed in discrete form to facilitate the appli-
cation of the adaptive UKF.

In the first instance, the UKF was imple-
mented without any adaptation of the process 
noise or measurement noise covariance matri-
ces. The first activation inputs used to determine 
the limb response over a 10-second timeframe 
corresponding to 10,000 time steps are obtained 
from real measured EMG data available on the 
Web [84]. The subject did a protocol of 30 seconds 
water cycling in a 100 bpm cadence. The second 

TABLE 4.2  Typical initial values assumed for the muscle and limb dynamic states.

State Description (Units) Initial Value

qf Flexor muscle activation state 0

qe Extensor muscle activation state 0

α Limb rotation angle (rad) 0.2

ω Limb rotation rate (rad/s) 0

Ltf Flexor muscle tendon length (m) 0.1

Lte Extensor muscle tendon length (m) 0.1

df Flexor muscle force moment arm (m) 0.3

de Extensor muscle force moment arm (m) 0.25

dp Proximal distance of muscle origin to joint (m) 0.2

dd Distal distance of muscle insertion point to joint (m) 0.3

Fmax Maximum muscle force (N) 0.01

Ltf0 Flexor muscle initial tendon length (m) 0.1

Lte0 Extensor muscle initial tendon length (m) 0.1

TABLE 4.1  Definitions and typical values assumed for the muscle and limb parameters.

Parameter Description (Units) Value

β Fraction of activation state 0

τact Activation time constant (s) 0.015

Be Coefficient of viscous damping in limb (Kg.m2.s) 1 × 10−04

Ic Moment of inertia of limb (Kg.m2) 2 × 10−05

τε Relaxation time for constant strain (s) 0.1

τσ Relaxation time for constant stress (s) 0.077

rte Ratio of final to initial extensor tendon length 1.3

mlc Limb unbalance (N.m) 0.005

αs Reference limb rotation angle π/2
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activation input was scaled white noise. The 
estimated and simulated responses of the two 
activation states, the limb rotation, and the rota-
tion rate are shown in Figure 4.9.

The case of the adaptive UKF-based state esti-
mation and parameter identification, where the 
process noise covariance is continuously 
updated, was also considered. A key difference 

between the results obtained by the use of the 
UKF and the adaptive UKF is in the estimates of 
the initial length of the tendon. For this reason 
a nonlinear model of the tendon length dynam-
ics was also employed. The advantage of using 
the nonlinear model is that the tendon could not 
only be allowed to be slack in its rest state, but 
one is also allowed to incorporate nonlinearities 
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such as dead band and hysteresis. However, 
both tendons cannot be allowed to be slack 
simultaneously if the limb is to maintain its ori-
entation. When the nonlinear model was used 
only for the tendon that was less stressed, the 
results resembled the case of the UKF without 
adaptation of the process covariance.

In this section the successful application of 
the UKF and the adaptive UKF to the identifica-
tion of model parameters of a typical nonlinear 
muscle-limb dynamic system is illustrated. It 
has been shown by example that UKF-based and 
adaptive UKF–based state estimation and 
parameter identification are an option that is 
particularly well suited for the dynamic systems 
associated with muscle-limb interactions. 
Although the generic case of a limb actuated by 
a pair of antagonistic muscles was considered, 
the identification method could be fine-tuned 
and applied to any specific pair of antagonistic 
muscles actuating a particular limb. The method 
is currently being employed to design nonlinear 
control laws that can be used to control smart 
prosthetic limbs.

An adaptive UKF is used to estimate the 
unmeasurable state variables and kinetic param-
eters of the muscle-limb model. Although the 
UKF has a simple structure, the tuning of these 
estimators is a relatively difficult task. The use 
of the adaptive approach eliminates the need for 
the tuning of the covariance parameters of the 
UKF estimator. However, the estimates of the 
process covariance matrices obtained adap-
tively can vary widely depending on the adap-
tation scheme adopted. For this reason, the 
adaptive algorithm is recommended to be used 
only in the initial stages as a tuning method.

One of the features of the parameter-identi-
fication problem considered here is the pres-
ence of internal parameters in the definition of 
the applied moment. These internal parame-
ters, such as the distances to the two muscle 
distal and proximal anchor points from the 
center of rotation, dd and dp, constitute a set of 
weakly identifiable parameters since they may 

in some cases be inaccessible for observation. 
Although formal identifiability analysis of the 
model has not been carried out, the problem of 
weakly identifiable parameters has been dealt 
with by the use of optimal state estimation of 
nonlinear dynamic systems. Moreover, physi-
cally meaningful, coupled models of the inter-
nal tendons’ length dynamics facilitate the 
identification of the weakly identifiable 
parameters.

4.4 PROGNOSIS FOR THE FUTURE

Biomimetic roboticists will continue to develop 
the field so as to mimic physiological dynamic 
models of human limbs and the manner in 
which they are controlled. These developments 
will lead to the routine use and implementa-
tion of sophisticated and complex systems. In 
particular, these developments are expected to 
be in the area of the design and implementation 
of compliant robot limbs and hands with excep-
tional sensory and control capabilities so that 
they can be interfaced to the human brain and 
controlled by it.
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Prospectus
This chapter describes recent developments in the 
area of manmade microflyers. The design space for 
microflyers is described, along with fundamental 
physical limits to miniaturizing mechanisms, energy 
storage, and electronics. Aspects of aerodynamics 
at the scale of microflyers are discussed. Microflyer 
concepts developed by a number of researchers are 
described in detail. Because the focus is on bioin-
spiration and biomimetics, scaled-down versions of 
conventional aircraft, such as fixed-wing micro air 
vehicles and micro-helicopters, are not addressed. 
Modeling of the aeromechanics of flapping wing 
microflyers is described with an illustrative example. 
Finally, some of the sensing mechanisms used by 
natural flyers are discussed.

Keywords
Aeroelasticity, Cycloidal rotor, Flapping wing, Low 
reynolds number, Mechanical samara, Micro air 
vehicle (MAV), Microflyer, Nano air vehicle (NAV), 
Unsteady aerodynamics.

5.1 INTRODUCTION

For centuries, humans have been inspired by the 
flight of birds, bats, and insects. Early attempts 
at building aircraft by replicating the shape of 

bird and bat wings, without understanding 
the underlying principles of aerodynamics 
that govern flight, resulted in failure. It was 
only systematic observations of bird flight and 
morphology, in conjunction with experiments 
on models, that led to successful glider designs 
by pioneers such as Otto Lilienthal, finally cul-
minating in the powered flight by the Wright 
brothers.

The aircraft that we see around us today have 
little in common with biological flyers except  
for the general shape and basic aerodynamic 
prin ciples. There are no aircraft in production 
today that incorporate flapping wings. There are 
num erous aircraft that bear little resemblance to 
the planform of birds in flight. Modern aircraft 
have far exceeded biological flyers in many 
aspects of performance, such as maximum speed 
and payload. However, they still cannot compete 
with biological flyers in other aspects such as 
maneuverability, gust recovery, and autonomy. 
In general, modern aircraft development has 
seen an increase in maximum gross weight, 
payload fraction, and maximum speed of the 
aircraft. However, over the past decade, there 
has been considerable interest in miniaturizing 

C H A P T E R
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aircraft to create a class of extremely small, 
remotely piloted vehicles with a gross weight on 
the order of tens of grams and a dimension on 
the order of tens of centimeters. These are 
collectively referred to as micro-aerial vehicles, or 
micro air vehicles (MAVs).

The concept of using miniaturized, remotely 
piloted aerial vehicles for covert surveillance is not 
new. In the 1970s, the Central Intelligence Agency 
(CIA) developed an insect-sized, mechanical 
dragonfly to carry a miniature listening device [1]. 
The flapping wings of the dragonfly were actuated 
by a miniature engine powered by a liquid 
propellant. This MAV was designed to be steered 
using a laser beam. Due to difficulties in controlling 
the dragonfly, the project was not pursued beyond 
the fabrication of a flying prototype, which is now 
on display in the CIA museum.

In the early 1990s, a research project at Los Ala-
mos National Laboratory theoretically investi-
gated the feasibility of microrobots fabricated 
using microlithographic techniques for military 
uses [2] such as intelligence gathering and sen -
sing or disruption of a variety of environmental 
stimuli (electrical, mechanical, and chemical). The 
small size of these systems would have made 
them difficult to detect, and the intent was to 
increase the probability of mission success by 
deploying a large number of microrobots. Mass 
production, similar to the process used to fabri-
cate integrated circuits, was expected to keep the 
costs of each individual robot low. During the 
course of this research, the conceptual design of  
a rotary-wing vehicle was explored using the 
smallest commercially available electromagnetic 
motors (∼1.5  g in mass), with different rotor 
blades, thin-film batteries, and miniaturized video 
cameras, acoustic sensors, and communications 
chips. Four different flying vehicle configurations 
were also investigated: fixed-wing, rotary-wing, 
microairship, and a passive, autorotative device 
based on a maple seed. The conceptual fixed-wing 
vehicle had a total mass of 4 g, with 1 g of sensors 
and a cruising speed of 900 cm/s. The conceptual 
rotary-wing vehicle had a counter-rotating rotor 

configuration with a sensor mass of 1 g, a cruising 
speed of 200 cm/s, and an endurance of 5 min. 
The conceptual microairship had a total mass of 
1.8 g, featured an almost transparent film enve-
lope filled with hydrogen, and had a cruising 
speed of 200 cm/s. The conceptual autorotating 
device had a total mass of 0.3 g, with a wing area 
of 1.5 cm × 5 cm. These were designed to remain 
aloft for the maximum time possible after being 
deployed by a stealthy mother vehicle.

In late 1992, the RAND Corporation con-
ducted a workshop for the Advanced Research 
Projects Agency (ARPA) on “Future Technology-
Driven Revolutions in Military Operations” [3]. 
The objective of this workshop was to identify 
breakthrough technologies that could revolu-
tionize future military operations. The identified 
applications included a “fly on the wall,” or a 
miniature fly-sized vehicle carrying sensors, 
navigation, processing, and communication 
capabilities. The vehicle design featured the 
ability to move around by flying, crawling, or 
hopping. Another application involved the 
addition of a “stinger” on the vehicle that was 
intended to disable enemy systems. For concep-
tual design, a vehicle mass on the order of 1 g, 
with a size on the order of 1 cm, was selected. 
The power required for hovering and for for-
ward flight was estimated, using momentum 
theory, to be ∼30  mW/g and ∼45  mW/g. In 
comparison, the hovering power requirement of 
large insects ranges from ∼9 mW/g to 19 mW/g, 
and for hummingbirds, ∼19 mW/g to 26 mW/g. 
Based on using a 530 J thin-film lithium polymer 
battery, this was calculated to yield an estimated 
hover time of 4.9  h and a flight time of 3.3  h, 
covering 80 km.

In the late 1990s, the Defense Advanced 
Research Projects Agency (DARPA) released a 
solicitation for MAVs that would have a dimen-
sion no larger than 15 cm, a mass of about 100 g 
(with a payload of 20 g), and a mission endur-
ance of around 1 h.

These vehicles were intended to be man-
portable robots that could fly to a target and 
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relay video and audio information back to the 
operator. In this way, the MAVs would enhance 
the situational awareness of the soldier. Other 
possible civilian applications of MAVs included 
sensing of biological/chemical agents in an 
accident zone without risk to the human 
operator, fire rescue, traffic monitoring, mobile 
communications links, and civil structure 
inspection. Responses to this solicitation 
included several fixed-wing MAVs such as the 
MicroStar by Lockheed Martin and the Black 
Widow by Aerovironment. Rotary-wing MAVs 
included the LuMAV by Lutronix Inc. In general, 
it was observed that the fixed-wing MAVs 
outperformed the rotary-wing MAVs in terms of 
cruise speed, range, and endurance. However, 
the major advantage of the rotary-wing MAVs is 
their hover and low speed capability, which is 
very useful for surveillance indoors or in 
confined areas. The key design requirements for 
a MAV as described by this solicitation are listed 
in Table 5.1. Note that these specifications are 
very stringent; over the years, the term MAV in 
published literature has been used to refer to 
unmanned aerial vehicles with a range of 
dimensions, from palm-sized to meter-sized.

Recently, DARPA released specifications for 
the nano air vehicle (NAV) program [4]. The goal 
of this program was to develop a vehicle even 
smaller than the MAV specifications. The gross 
mass of the NAV was specified as 10 g, with a 
payload of 2 g. Configurations that were selected 
for Phase 1 of this program were a  coaxial heli-
copter, a flapping-wing vehicle inspired by a 
hummingbird, a flapping-wing vehicle inspired 

by a cicada, and a single-bladed  rotary-wing 
vehicle (typically called a monocopter) inspired by 
a maple seed. The size, mass, and performance 
requirements of the NAV were intended to push 
the limits of aerodynamics, propulsion systems, 
and electronics. The vehicle based on the hum-
mingbird was selected for further development 
in Phase 2 of the program. The final prototype 
was capable of stable, controllable flight indoors 
as well as outdoors, with an onboard camera and 
a fuselage fairing that made it look like a real 
hummingbird. The prototype met all of the 
 original specifications except for the gross mass. 
However, all the components were commercially 
available and it is expected that developing 
 components specifically optimized for this 
 application will enable a significant reduction in 
gross mass.

The Air Force Research Laboratory has also 
released a future-vision plan that describes a fully 
autonomous robotic bird by the year 2015 and a 
fully autonomous robotic insect by 2030. Several 
research groups are currently investigating a 
variety of issues related to such vehicles, specifi-
cally focusing on flapping-wing  aerodynamics, 
wing aeroelasticity, gust response, stability, and 
control as well as autonomous flight.

Bioinspiration and biomimetics form a com-
mon theme of many of these micro and nano air 
vehicles (referred to as microflyers), for two key 
reasons. The first reason is the belief that a 
microflyer performing a surveillance mission 
can remain undetected by looking like a real 
bird or insect and literally hiding in plain sight. 
The second reason is that by virtue of their size, 
microflyers fall in a size regime that is naturally 
populated by large insects and small birds. It is 
believed that by copying several of the charac-
teristics of these natural fliers, man- made micro-
flyers can improve several aspects of their 
performance such as flight endurance, maneu-
verability, and gust tolerance. However, it is 
important to caution against blindly copying 
biological systems without properly under-
standing their function. It is quite tempting to 

TABLE 5.1  Key MAV design requirements.
Maximum dimension <15.24 cm

Take-off mass <100 g

Range Up to 10 km

Endurance (loiter time) 60 min

Payload mass 20 g

Maximum flight speed 15 m/s
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conclude that if a certain feature exists on a bird 
wing, and the bird flies well, then that feature is 
essential for flight. An example of this reasoning 
is to conclude that feathers on birds, by virtue 
of their beneficial aerodynamic properties, must 
have evolved to enable flight. However, it is 
now a widely accepted fact that birds evolved 
from theropod dinosaurs, and feathers evolved 
for several reasons before the ancestors of birds 
could fly. Some of these reasons include thermal 
insulation, water repellancy, and coloration to 
attract a mate. Numerous fossils have confirmed 
that feathers existed in nonavian dinosaurs. 
These early feathers reflect the stages of feather 
development predicted by theoretical reasoning 
based on evolutionary developmental biology 
[5]. It has been stated that “proposing that feath-
ers evolved for flight now appears to be like 
hypothesizing that fingers evolved to play the 
piano” [6].

This chapter describes recent developments 
in the area of manmade microflyers, along with 
fundamental limits to their performance. 
Because the focus is on biomimicry, scaled-
down versions of conventional aircraft, such as 
fixed-wing micro air vehicles and micro-heli-
copters, are not discussed.

5.2 DESIGN SPACE FOR 
MICROFLYERS

Manmade microflyers typically have dimen-
sions on the order of 10 cm and a gross mass 
on the order of 100 g or less. Based on con-
ventional fixed-wing aircraft that range in size 
from single-passenger light aircraft to large civil 
transport aircraft such as the Boeing 747, it is 
possible to develop scaling laws for the size and 
performance of an aircraft of given dimension. 
These parameters are broadly governed by the 
square-cube law. That is, the mass of the aircraft, 
and other parameters related to the mass, vary 
directly with the volume of the aircraft, which 
is proportional to the cube of its representative 

dimension. The surface area of the aircraft, 
and other parameters related to the area, vary 
directly with the square of the representative 
dimension.

As a result, the wing loading W/S of an air-
craft, which is the ratio of its weight W to the 
area of its wings S, varies approximately linearly 
with the representative dimension l as

The cruise speed V is related to the wing load-
ing by

As a result, it can be seen that a heavier aircraft 
tends to have a higher cruising speed.

A number of trends can be deduced using 
similar scaling arguments. Tennekes [7] dis-
cussed several of these scaling laws and devel-
oped the Great Flight Diagram (Figure 5.1), 
which plots a number of natural as well as man-
made flyers on the basis of their weight, cruising 
speed, and wing loading. It is quite remarkable 
that manmade aircraft, birds, and insects all fol-
low a common trend line quite closely. Specially 
developed aircraft—for example, solar-powered 
or human-powered aircraft—do not follow this 
trend because they have been engineered to 
achieve specific requirements. In a similar way, 
the spread of aircraft around the trend line is a 
result of specific mission or operational require-
ments. Note that the spread is the largest for 
insects, which perhaps have to satisfy numerous 
other requirements that are not considerations 
for birds or aircraft. Another remarkable feature 
of this diagram is that the trend line is the same 
regardless of the mechanism used for flight, that 
is, fixed-wing manmade aircraft follow the same 
trend as flapping-wing natural flyers. Although 
the diagram does not explicitly indicate bats, 
they fall within the range of small birds on the 
trend line.

Scaling laws and trends such as this are use-
ful in developing conceptual designs of new 

(5.1)W/S ∝

l3

l2
∝ l ∝ W1/3

.

(5.2)W/S ∝ V2
.
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aircraft. However, as the dimension of man-
made microflyers is much smaller than the 
smallest light aircraft, it becomes difficult to 
extrapolate parameters based on conventional 
aircraft. Natural flyers such as birds and insects 
complement conventional aircraft by providing 
a vast number of data points at the small scale. 
Given the desired weight and dimension of 
microflyers, it can be seen that they fall into a 
region between large insects and small birds. 
Therefore, a majority of researchers have turned 
toward natural flyers for inspiration in develop-
ing microflyers. This inspiration includes a wide 
variety of areas such as vehicle configuration, 

wing planform shapes, flapping-wing mecha-
nisms, high-lift aerodynamic devices, unsteady 
aerodynamic effects, morphing wings, and sen-
sors for flight stabilization and navigation. 
These can be grouped together under the broad 
categories of airframes, performance enhance-
ment mechanisms, and sensors.

5.3 PHYSICAL CHALLENGES AT 
SMALL SCALES

In addition to the performance limits imposed 
by the square-cube law, several other challenges 
appear as the size of an aircraft is decreased. 
These challenges are related to the behavior 
of mechanical assemblies, energy storage in 
batteries, miniaturization of electronics, and 
aerodynamics.

5.3.1 Mechanical Assemblies

Structures typically become relatively stiffer 
as their dimensions are reduced. For example, 
the bending stiffness of a cantilever beam var-
ies inversely with the cube of its length. From 
this point of view, miniaturization of structural 
members does not result in increased deflec-
tions based on the applied loads. An excep-
tion is the deformation of wings and other 
aerodynamic surfaces. Due to the requirement 
for minimum thickness and minimum weight, 
wings at the microscale typically consist of 
membranes attached to a framework of stiffen-
ers. The major consequence of such a construc-
tion is the low torsional stiffness of the wing. 
This can result in significant aeroelastic defor-
mations during operation. However, appropri-
ate deformation can be beneficial in terms of 
creating a passive pitching motion that would 
otherwise require a complicated set of hinges. 
The aeroelastic couplings inherent in insect 
and bird wings are believed to play an impor-
tant role in flight efficiency as well as stability. 
These couplings are still poorly understood 
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and are the subject of active research. The 
structural arrangement of an insect or bird 
wing also accommodates specialized func-
tions such as wing folding. Therefore, it is not 
straightforward to replicate the structure of a 
natural wing to obtain the desired structural 
couplings.

Another important consequence of scaling 
down a mechanical assembly is the effect on 
hinges, linkages, and bearings. Conventional 
hinges based on rotary joints suffer from frictional 
losses as well as loss of precision due to play 
between the fixed and rotary members. The 
relative losses increase as the size of the hinge 
decreases. Flexure hinges are ideally suited to 
small precision assemblies due to their lack of 
moving parts, repeatability, and absence of 
friction [8]. Several microflyers rely on flexure-
based mechanisms to power their flapping flight. 
These often feature simplified kinematics to 
focus on specific degrees of freedom, rather than 
exactly copy mechanisms that occur in nature. 
As an example, the wing joint of a honeybee 
contains a number of extremely complicated 
shapes, linkages, and muscle attachments [9]. 
Although the functions of each of these features 
has been mapped out, it is very challenging to 
replicate the shape and dynamic characteristics 
of each of these components in a mechanical 
assembly.

For example, Wood [10] developed a robotic 
insect of 60 mg mass using a smart composite 
microstructure consisting of rigid carbon fiber 
reinforced prepegs sandwiching a thin polyimide 
layer that acts as a flexure. The wing joints 
included three degrees of freedom, out of which 
only one was controlled by an actuator and the 
other two responded passively. Similar flexure 
joints have also been used to fabricate the entire 
resonant thorax mechanism of microscale insects 
[11]. Compliant drive mechanisms for actuating 
wing flapping have also been fabricated using 
an injection-molding process that combines a 
soft flexural material with a stiff structural 
material [12].

5.3.2 Energy Storage

The majority of manmade microflyers rely on 
stored electrical energy for flight in the form of 
batteries. The energy storage capacity of bat-
teries is often the major bottleneck in terms of 
flight endurance. Batteries have a significantly 
lower energy density than hydrocarbon fuels. In 
addition, batteries have typically been limited 
in terms of the continuous current that can be 
drawn from them, which constrains the maxi-
mum power that they can supply to the electric 
motors driving the microflyers. Recently, there 
have been large improvements in the energy 
density as well as maximum current draw of 
batteries. Specifically, the introduction of lithium 
polymer batteries has revolutionized the field of 
remotely piloted aircraft and has brought these 
vehicles within the reach of a vast number of 
hobbyists. Figure 5.2 shows a comparison of 
the energy density of different battery chemis-
tries. Note that although LiIon batteries have 
the highest energy density, they are limited in 
terms of the current that they can supply. LiPoly 
batteries can supply several times their charg-
ing current and hence they have the highest 
power density, which makes them ideal for use 
in microflyers. Some other battery chemistries 

FIGURE 5.2 Nominal energy density of different battery 
chemistries. LiIon—lithium ion, LiPoly—lithium polymer, 
NiZn—nickel zinc, NiMH—nickel metal hydride, NiCd—
nickel cadmium.
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have been developed with higher power den-
sities; however, to operate they require special 
conditions (such as high temperature) that make 
them unsuitable for microflyers.

As the size of electric motors decreases, the 
efficiency of converting electrical power to 
mechanical power also decreases. It is not 
uncommon for motors with a power output on 
the order of tens of Watts to have an efficiency 
of only around 50%. This means that the batter-
ies that are installed on the microflyer must be 
sized for significantly higher power outputs 
than required to sustain flight.

5.3.3 Miniaturization of Electronics

The majority of microflyers are remotely piloted 
by a human pilot. These could either be in the line 
of sight or could be piloted in a first-person view, 
by the human pilot watching live video broadcast 
from cameras on the microflyer, thus giving the 
impression of being located inside the microflyer. 
The miniaturization of electronics has resulted 
in extremely small, lightweight microprocessors 
and associated sensor packages that are powerful 
enough to allow some degree of autonomy. This 
could range from on-board stability augmenta-
tion systems to autonomous take-off and landing 
algorithms. The ultimate goal would be to create 
an on-board sensing and processing system that 
replicates the nervous system and brain of natural 
flyers, enabling them to autonomously sense their 
environment, identify and avoid obstacles, recover 
from gusts, take off and land, and navigate to spe-
cific waypoints. Sensors based on microelectro-
mechanical systems (MEMS) technology, such as 
accelerometers and gyros, are enabling significant 
sensing capability in a small package. However, 
the drawback of such sensors is a long-term drift, 
and techniques such as sensor fusion and Kalman 
filtering are required to correct errors. The size 
of computers decreases by a factor of 100 every 
ten years, and recently, computers with ultra- 
wideband transceivers having a volume of less 

than 1 cc have been realized [13]. Further minia-
turization of sensing, control, and communication 
electronics will enable a significant improvement 
in microflyer capabilities in the future.

5.3.4 Aerodynamics

A fundamental challenge at the scale of micro-
flyers arises from the aerodynamics. The 
Navier–Stokes equations are fundamental phys-
ical relations that govern fluid flow. When the 
incompressible Navier–Stokes equations are 
nondimensionalized to make them independent 
of scale, they yield a dimensionless parameter 
called the Reynolds number. When the Reynolds 
number is kept constant between two flows at 
different scales or in different media, the fluid 
behavior is identical. The Reynolds number is 
given by

where V is the freestream velocity, l is a charac-
teristic length, ρ is the density of the fluid, and μ 
is the dynamic viscosity of the fluid.

The Reynolds number represents the ratio 
between inertial forces and viscous forces. If the 
number is very high, then inertial effects dominate 
the flow and viscosity can be neglected. For con-
ventional aircraft in cruise, the typical Reynolds 
number that they operate at is on the order of 1 
million–10 million. However, at the scale of micro-
flyers, the Reynolds number is on the order of 
1–10,000. For small insects, the Reynolds number 
can be as low as several hundred. At these small 
Reynolds numbers, the flow is dominated by vis-
cous effects, and the behavior of the flow can be 
quite different than at high Reynolds numbers.

As the Reynolds number is decreased, the 
maximum lift coefficient of an airfoil decreases, 
the profile drag coefficient increases, and the 
lift-to-drag ratio decreases. These effects are 
shown in Figures 5.3–5.5. Also shown for refer-
ence are the values for a flat plate; note that 

(5.3)Re =

Vlρ

µ
,
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insect wings typically operate at a Reynolds 
number of ∼104. The variation of profile drag 
coefficient is very dependent on the skin friction 

coefficient Cf, which can take on a range of val-
ues based on whether the surface is smooth or 
rough. This forms the basis of incorporating sur-
face roughness elements such as turbulators, 
sandpaper, or trip wires on an airfoil to improve 
its performance at low Reynolds numbers.

A detailed review of flow physics at low Reyn-
olds numbers was given by Carmichael [15]. He 
described twelve regimes of Reynolds number 
and corresponding natural or man-made flyers 
in each regime. For each regime, the basic flow 
physics and aerodynamic effects were described. 
The application of different types of devices to 
trip the boundary layer and improve aerody-
namic performance at low Reynolds numbers 
was described. Schmitz [16] published a compre-
hensive database of aerodynamic performance of 
five different airfoils in the Reynolds number 
range of 42,000–420,000. These data were directed 
toward building model airplanes. Several other 
researchers have published data on airfoils at 
low Reynolds numbers for model airplanes as 
well as wind turbine applications [17–20].

Airfoils with rounded leading edges, which 
are quite efficient at high Reynolds numbers, per-
form poorly at low Reynolds numbers [14, 21]. 
Laitone [22, 23] measured the lift and drag on 
rectangular planform wings with different airfoil 
profiles and observed that thin cambered plates, 
circular arc airfoils, and airfoils with sharp lead-
ing edges have a significantly higher perfor-
mance at low Reynolds numbers (less than 
50,000) than conventional airfoils. In fact, he 
found that a reversed NACA0012 airfoil with 
flow incident on the trailing edge has a better 
lift-to-drag ratio than when the flow is incident 
on the leading edge. A circular arc airfoil with 5% 
camber and a thickness ratio of 1.3% was found 
to have the best lift-to-drag ratio and maximum 
lift coefficient at a Reynolds number of 20,700. 
The airfoils with a rounded nose were also found 
to be much more sensitive to freestream turbu-
lence (Figure 5.6).

Figure 5.7 shows a comparison of the drag 
polars of a thin circular arc airfoil, and a 
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conventional rounded-nose airfoil at a Reynolds 
number of 120,000. From this figure and Figure 
5.6 it is seen that the Reynolds number has a 
relatively insignificant effect on thin airfoils 
with sharp leading edges, and has a significant 
effect on airfoils with a rounded nose. The cir-
cular-arc airfoil has the best performance at the 
lower Reynolds  number, while the rounded-
nose airfoil has the best performance at the 
higher Reynolds number, with substantially 
higher maximum lift coefficient.

At low Reynolds numbers (<50,000), the assump-
tions of potential flow break down and the 

behavior of the airfoils is quite different than at 
the Reynolds numbers typical of full-scale aircraft 
(on the order of 106). For example, the Kutta 
 condition (flow leaves the airfoil trailing edge 
smoothly) may not be satisfied at low Reynolds 
numbers. Also, the variation of lift with angle of 
attack is highly nonlinear at low Reynolds num-
bers, and the lift curve slope may be quite differ-
ent than the potential flow prediction of 2π per 
radian. Figure 5.8 shows the lift coefficient as a 
function of angle of attack for a thin circular arc 
profile with a camber of 8% at a Reynolds num-
ber of 3.14 × 105. Although this is significantly 

FIGURE 5.6 Aerodynamic performance of different profiles as a function of angle of attack Δα, for a rectangular wing 
with aspect ratio = 6 and Reynolds number = 20,700 [23]. (a) Lift coefficient and (b) lift-to-drag ratio. With kind permission 
from Springer Science and Business Media, E.V. Laitone, Wind Tunnel Tests of Wings at Reynolds Numbers Below 70,000, 
Experiments in Fluids 23 (1997) 405–409. 
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higher than the Reynolds number typical of 
microflyers, it is still much lower than that of 
full-scale aircraft and shows significant  nonlinear 
behavior. In general, at low Reynolds numbers, 
airfoils exhibit a lower maximum lift coefficient 
and a higher profile drag coefficient.

The best airfoils to use for microflyers and 
for propellers at the microscale are circular-arc 
profiles. However, these profiles still have a 
significant profile drag. Micro-helicopter 
rotors of diameter around 6 in., with blades 
having circular-arc airfoils and a tip Reynolds 
number on the order of 20,000, have a hover-
ing efficiency of around half that of a full-scale 
helicopter rotor [24]. By modifying the plan-
form in specific ways, sharpening the leading 
edge, and moving the maximum camber loca-
tion forward of the airfoil mid-chord, the hov-
ering efficiency can be improved to around 
0.65 [25, 26]. In comparison, a modern full-
scale helicopter rotor has a hovering efficiency 
of more than 0.8 [27, 28].

5.4 UNSTEADY AERODYNAMICS 
IN ANIMAL FLIGHT

The wings of birds, insects, and bats reflect the 
behavior of airfoils at low Reynolds numbers. 
Bird wings have a thin, cambered cross-section, 
which gives optimum performance at their flight 
Reynolds number. This fact was recognized early 
on by the pioneers of manmade flyers: Sir George 
Cayley, Otto Lilienthal, and the Wright broth-
ers, who used thin, cambered airfoils for their 
airplane wings. However, as the flight speed 
of airplanes increased and their representative 
Reynolds number increased, thin cambered 
airfoils made way for the higher-performing, 
thicker, rounded-nose airfoils that are ubiquitous 
on airplanes today.

The wings of natural flyers continuously flap 
and deform, making their aerodynamic environ-
ment highly unsteady. The wing tips trace out 
complex patterns that change depending on 
flight speed and maneuvers. These paths are 
quite complex, and can be executed at a high 
frequency; this flapping frequency depends on 
the body mass and can range from around 900  Hz 
for a mosquito (mass ~ 1 mg ) to around 1 Hz for 
a large bird such as a pelican (mass ~ 10 kg) [30]. 
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FIGURE 5.8 Lift coefficient as a function of angle of attack 
for an 8% cambered circular-arc profile when the Reynolds 
number = 3.14 × 105. Adapted from Ref. 17.
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In such a case, the forces generated can be quite 
different than in the steady case. Several research-
ers have observed that at the Reynolds numbers 
typical of bird and insect flight, steady aerody-
namic forces are insufficient to sustain flight of 
the animal. Under steady conditions, the maxi-
mum lift coefficient of an airfoil is around 1.5 at 
these Reynolds numbers. For example, measure-
ments on a gliding jackdaw yielded an estimate 
of 2.1 [29] for the lift coefficient.

Norberg [30] measured the wing-flapping kin-
ematics of a hovering dragonfly and, using 
steady-state aerodynamics, calculated that the 
wings produce only 40% of the lift required to 
sustain the weight. Steady-state aerodynamics 
predicted lift coefficients between 3.1 and 6.4 for 
a hovering long-eared bat [31]. Weis-Fogh [32] 
studied the hovering flight of several species of 
insects and concluded that lift coefficients calcu-
lated from flight were far in excess of values pre-
dicted by steady-state aerodynamics. Therefore, 
he proposed several novel unsteady mechanisms 
for lift production, including significant elastic 
deformation of the wings, such as the clap-fling 
mechanism and the flip mechanism. In the clap-
fling mechanism, the wings of the insect are 
clapped together at the end of the upstroke and 
are subsequently peeled apart during the begin-
ning of the downstroke, as shown in Figure 5.9. 
The air rushing in to fill the space between the 
wings results in a large area of vorticity. This 
results in a significant transient increase in the lift 

on the insect. The flip mechanism occurs when 
the stroke reverses and the wing is rotated, cap-
turing additional vorticity.

Ellington et al. [33] visualized the flow field 
around a scaled-up mechanical model of a flap-
ping hawkmoth wing and discovered the pres-
ence of a three-dimensional leading-edge vortex 
stabilized by spanwise flow along the wing. 
This leading-edge vortex is believed to be 
responsible for the high lift measured on the 
hawkmoth wing, which cannot be explained by 
steady-state aerodynamics. Dickinson et al. [34] 
performed experiments on a scaled robotic flap-
ping model of fruit-fly wings and described 
three unsteady mechanisms responsible for lift 
production in excess of steady-state values. One 
of these mechanisms, delayed stall, relies on the 
production of a leading-edge vortex similar to 
that observed during dynamic stall, while the 
wing is translating at a large angle of attack. In 
dynamic stall, a vortex is shed from the leading 
edge of the airfoil, which results in a transient 
lift significantly in excess of the maximum static 
lift. This vortex is subsequently convected 
downstream, causing a decrease in lift. The 
overall result of the dynamic stall phenomenon 
is to cause a hysteresis in the lift vs. angle of 
attack curve, accompanied by a large increase 
in the maximum lift in comparison to the static 
lift case. A detailed description of the dynamic 
stall phenomenon with experimental data for a 
NACA 0012 airfoil was given by Carr et al. [35].

FIGURE 5.9 Clap-fling mechanism of lift production in hovering insects [32]. Adapted with permission from T. Weis-Fogh, 
Journal of Experimental Biology, 1973, 59(1), 169–230.
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The other two mechanisms, rotational lift and 
wake capture, occur during stroke reversal. The 
flip and rotational lift mechanisms rely heavily 
on the aeroelastic deformation of the wing. Typi-
cally, the ribs in insect wings make them rela-
tively stiff in bending but very flexible in torsion. 
Sane [36] reviewed the different mechanisms of 
lift production in insect flight, and Ellington [37] 
summarized these effects, including estimates of 
lift, power, and flight speed for potential appli-
cation to microflyers.

The degree of unsteadiness in the flow is typi-
cally expressed in terms of the Strouhal number 
(St), given by

where f is the frequency of motion (such as flap-
ping) in Hz (beats per second), A is the ampli-
tude of motion, and V∞ is the flight velocity or 
freestream velocity. In classical discussions of 
unsteady aerodynamics, the reduced frequency 
k is used as a measure of the unsteadiness of the 
flow [39, 40] and is closely related to the Strou-
hal number; here,

where ω is the frequency of the motion (in 
radians/s) and c is a chord length (typically par-
allel to the freestream). Many unsteady effects 
are directly related to the Strouhal number and 
reduced frequency. For example, Taylor et al. [41] 
found that flying and swimming animals, over a 
range of sizes, cruise at a Strouhal number between 
0.2 and 0.4, which gives them the best propul-
sive efficiency. Classical aerodynamic theories 
involving the Theodorsen function or the Wagner 
function, for example, can be used to model the 
unsteady aerodynamics; however, they are only 
valid for attached flow [39, 40]. Consequently, 
these theories are often used to analyze the flap-
ping flight of wings undergoing small motions. 
For higher-amplitude motion involving sepa-
rated flow, vortex theories, indicial methods, and 

(5.4)
St =

fA

V∞

,

(5.5)k =

ωc

V∞

,

computational fluid dynamics are used to calcu-
late the forces and power. Descriptions, analytical 
models, and reviews of the flight of different types 
of animals, in addition to their morphology, mus-
cle energy consumption, and other physiological 
aspects, can be found in several references—for 
examples, Azuma [38], Pennycuick [42], Norberg 
[30, 43], Rayner [44].

5.5 AIRFRAMES

A wide variety of airframe configurations have 
been proposed for MAVs/NAVs. Two fixed-
wing MAVs were developed under the DARPA-
funded MAV project. The primary advantages 
of fixed-wing configurations are their relatively 
high lift-to-drag ratio (L/D) in cruise, mechani-
cal simplicity, and high cruise speed. Their 
main disadvantage is their inability to hover. 
In addition, their high cruise speed makes it 
difficult to maneuver and avoid obstacles in 
indoor, cluttered environments. This can be 
seen in Figure 5.10 which plots the mass of 
several MAVs as a function of their endur-
ance. The fixed-wing MAVs typically have a 
lower mass due to their mechanical simplicity 
and higher endurance, and their superior L/D, 
compared to rotary-wing MAVs. The DARPA 
specification is also indicated on this figure, 
which shows that the endurance requirement 
was very stringent, while the total mass speci-
fication was achievable. Subsequent versions of 
the fixed-wing MAVs were able to achieve sig-
nificantly improved endurance by optimizing 
several of their subsystems. Also shown in the 
figure are vehicles that were designed to hover 
and transition to forward flight in fixed-wing 
mode (Hoverfly, Microcraft OAV). The penalty 
for this additional ability is an increased mass 
and marginal improvement in endurance. The 
parameters of these MAVs are summarized by 
Bohorquez and Pines [45], who also reviewed 
the state-of-the-art in MAVs and discussed the 
challenges for future development.
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The ability to hover as well as fly efficiently at 
low speeds is crucial for a microflyer designed for 
indoor surveillance. Accordingly, a large amount 
of research has been focused on rotary-wing and 
flapping-wing microflyer configurations. Some 
unconventional hover-capable configurations 
have also been proposed. The hover-capable 
microflyers are described in more detail in the 
following sections, considering that hovering 
flight itself is inspired by biological flyers.

5.5.1  Comparison of Rotary-Wing and 
Flapping-Wing Flyers

There has been a long-standing debate over 
whether rotary-wing flight or flapping-wing 
flight is more efficient at the microflyer scale. 
Many researchers have claimed that the exis-
tence of flapping-wing natural flyers in the size 
range of microflyers indicates that flapping-wing 

flight is a solution favored by millenia of evolu-
tion and hence must be the most efficient. Other 
researchers have pointed out that it is impossi-
ble to realize in nature a high-speed rotary joint 
such as that required for a rotor shaft. This pre-
cluded the evolution of any natural rotary-wing 
flyers and therefore questions the superiority of 
flapping-wing flight.

Hall and Hall [46] developed a variational 
method to predict the circulation distribution on 
flapping wings that would yield the minimum 
power required for a given thrust and lift. This 
study concluded that the efficiency of flapping-
wing flight is not necessarily greater than that of 
propeller-driven flight at low Reynolds numbers. 
Ellington and Usherwood [47] measured the 
performance of rotors at a Reynolds number 
range 10,000–50,000. They studied three types of 
blade planforms: a linear taper, the same 
planform as a hawkmoth wing, and a smooth 
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FIGURE 5.10 Mass and performance of typical MAVs. Adapted from Ref. 45. D.J. Pines and F. Bohorquez, Challenges 
facing future micro-air-vehicle development, Journal of Aircraft, Volume 43, 290-305, SPIE 2006.
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outline with the same general shape as the 
hawkmoth wing but without any notches or 
discontinuities. They discovered that at these 
Reynolds numbers, under constant rotation 
speed and angle of attack, a leading-edge vortex 
periodically forms and breaks down, whereas 
for rotors at a lower Reynolds number and for 
the flapping motion of hawkmoth wings, a 
spanwise flow is developed that stabilizes the 
leading-edge vortex and enhances the lift.

Several hovering MAVs based on scaled-
down single main rotor and coaxial helicopter 
configurations have been successfully built and 
flight tested [24, 25, 48, 49]. These MAV-scale 
rotors typically operate in the Reynolds number 
range from 10,000 to 100,000. Consequently, they 
experience much higher viscous drag than con-
ventional helicopter rotors. As a result, MAV-
scale rotors suffer from an inherent limitation in 
aerodynamic efficiency, which translates into 
poor endurance. By careful design of rotor blade 
geometric parameters such as solidity, twist, 
taper, camber, and tip shape, the maximum  
figure of merit achieved to date for a rotor of 
diameter 9 in. (22.86 cm) is around 0.64, and for 
a rotor of diameter 6 in. (15.24 cm) is around 0.55 
[26], at a tip Reynolds number of 40,000. In com-
parison, a conventional helicopter rotor with a 
figure of merit of 0.64 is considered poor in 
terms of aerodynamic efficiency. In fact, most 
modern helicopter rotors have a maximum 
figure of merit of about 0.8 [27, 28].

5.5.2 Flapping-Wing Microflyers

Nowadays, there are a large number of remotely 
controlled, flapping-wing microflyers being 
sold as toys or hobby aircraft. Most of these 
microflyers are powered by an electric DC motor 
and feature simple wings with a rigid spar and 
thin membrane. Controls are incorporated in 
terms of a movable tail or by modifying the lift 
produced by each wing using a mechanism that 
changes the tension on the wing trailing edge. 

These hobby flyers are available in several sizes; 
the smaller vehicles are suited for indoor flight, 
while the larger ones can fly outdoors. The 
largest ornithopter is a human-powered aircraft 
with a 32 m wingspan that was recently flown 
by a group at the University of Toronto Institute 
of Aerospace Studies.

A few research groups have focused on 
improving the performance of flapping-wing 
microflyers with the goal of achieving high-
endurance, fully autonomous flight in the small-
est possible dimensions. One of the earliest 
flapping-wing microflyers was the Caltech 
Microbat, developed as part of the DARPA MAV 
program [50], which had a total mass of around 
11 g. Keennon et al. [51] developed a mechanical 
hummingbird as part of the DARPA NAV pro-
gram. This microflyer has a wingspan of 16.5 cm 
and a total mass of 19 g. It can hover for around 
4 min and can fly at a speed of 6.7 m/s. The 
flapping-wing mechanism is powered by DC 
motors and the wing-flapping frequency is 30 
Hz. The remarkable feature of this microflyer is 
that it has a fuselage shaped and painted to 
make it look like a real hummingbird, which 
makes it ideal for covert operations. The elec-
tronics and control system were developed in-
house and are enclosed within the body  
(Figure 5.11). All the control inputs are gener-
ated by varying the lift on the wings, and the 
vehicle does not rely on a tail for stability. The 
microflyer can fly stably outdoors under the 
control of a human pilot and transmits live 
video to a ground station.

deCroon et al. [52] developed a family of flap-
ping-wing microflyers powered by DC  electric 
motors. These consisted of the DelFly I with a 50 
cm wingspan and a mass of 21 g, the  DelFly II 
with a 28 cm wingspan and a mass of 16 g, and 
the DelFly Micro with a 10 cm wingspan and a 
mass of 3 g (Figure 5.12). The wings  consisted of 
thin membranes attached to carbon fiber spars. 
Different types of tails were explored, and the 
main goal of these prototypes was to provide a 
stable platform for carrying a camera.
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The high power density of piezoelectric actu-
ators (around 400  W/kg) compared to insect 
muscle (around 80 W/kg) [10] has motivated the 
development of piezoelectrically actuated flap-
ping-wing mechanisms. Wood [10] developed a 
robotic insect with a wingspan of 3 cm and a 
mass of 60 mg. This insect was powered by pie-
zoceramic bimorph actuators and had wings 
with 1.5 μm polyester membranes. The body of 
the insect, constructed from a laser-microma-
chined sandwich of carbon fiber and polymer, 
featured a flapping mechanism similar to that of 
an insect thorax. The robotic insect was powered 
from an external source and demonstrated a 
thrust greater than its weight.

The Micromechanical Flying Insect (MFI) [53] 
is another piezoelectrically actuated robotic insect 
with a body constructed from sandwiched com-
posites and flexure hinges. The wingspan is 25 mm 
and the wing-flapping frequency is 275 Hz. Efforts 
are underway to increase the lift produced by this 
mechanism.

Cox et al. [54] developed several versions of 
a piezoelectrically driven flapping-wing mecha-
nism based on four-bar and five-bar linkages. 
These had wingspans on the order of 15 cm and 
total mass around 7  g. Mechanisms based on 
piezoelectric actuators typically operate at reso-
nance to obtain the largest amplitude of flap-
ping. Although they have demonstrated good 
benchtop performance, the size of the power 
supply required for the piezoelectric actuators 
can be considerable, and no microflyer powered 
by piezoelectric actuators has achieved free 
flight to date.

5.5.3 Samara Type Microflyers

The term samara is a generic term for a winged 
seed. The seeds of many plants are dispersed 
by means of autorotation in wind, and there 
are several microflyers that have been inspired 
by this concept. The basic idea is to combine 
the simplicity of an autorotating samara with a 
source of thrust to sustain rotation, thus creating 

FIGURE 5.12 DelFly Micro prototype [52]. The wing 
span is 10 cm and total mass is 3.07 g. Credits: G. C. H. E. de 
Croon, K. M. E. de Clerq, R. Ruijsink, B. Remes, and C. de 
Wagter. Design, Aerodynamics, and Vision-Based Control of 
the Delfly. International Journal of Micro Air Vehicles, 
1(2):71–97, 2009.

FIGURE 5.11 Nano hummingbird prototype, with fuse-
lage cut away to show enclosed electronics [51]. By kind 
permission of M. Keennon.



122 5 . BIOINSPIRED AND BIOMIMETIC MICROFLYERS 

a simple, single-bladed helicopter. Azuma [38] 
provided a comprehensive review of several 
types of autorotating seeds along with their 
lift and drag characteristics. One of the earliest 
autorotating devices that was used in a submu-
nition deployed from an airplane was described 
by Kline [55]. However, this was a completely 
passive device. As part of the DARPA NAV pro-
gram, Lockheed Martin developed a vehicle 
based on the samara, called the Samarai [56, 57]. 
Early concepts of this vehicle featured a wing 
with a flap for control, driven by a fuel-powered 
pulsejet engine at the wing tip. More recently, 
this concept developed into a family of vehicles 
with a range of sizes from 17 cm to 72 cm, pow-
ered by electric motors driving propellers.

Ulrich et al. [58, 59] developed mechanical 
samaras incorporating a rapid-prototyped pol-
ymer body and a propeller driven by a DC 
brush- less motor. Three sizes of mechanical 
samara microflyers were developed, with a 
total mass of 75 g, 38 g, and 9.5 g, having a 
maximum dimension of 270 mm, 180 mm, and 
75 mm (Figure 5.13). The largest of these had a 
flight time of around 20 min. Control is achieved 
by varying the angle of incidence of the wing 
with respect to the fuselage. It was envisaged 
that these microflyers would be deployed from 

a fixed-wing unmanned aerial vehicle and 
would then fly autonomously to execute their 
mission. Extensive experiments were performed 
characterizing the dynamics of this microflyer 
configuration and evaluating the effect of plan-
form geometry [60].

5.5.4 Flap Rotors

There have been several attempts to harness 
unsteady mechanisms similar to those found in 
nature, such as flapping and pitching, to enhance 
the performance of conventional lift production 
mechanisms. For example, in a conventional heli-
copter rotor in hover, an airfoil at any spanwise 
location on the rotor blade experiences a steady 
aerodynamic environment. At higher levels of 
rotor thrust, as the airfoils operate close to their 
static stall angle, they experience a loss of lift and 
an increase in drag, resulting in a decrease in the 
hover efficiency of the rotor. It may be possible to 
improve this efficiency by creating an unsteady 
aerodynamic environment at the airfoil. The 
unsteady motion can be created mechanically in 
different ways. Due to the large forces involved 
in creating such motion, this approach is only 
feasible at the microscale.

Bohorquez and Pines [61] developed an active 
flapping and pitching mechanism for a 20 cm 
diameter, two-bladed helicopter rotor. The 
mechanism enabled the rotor blades to be 
actively pitched and flapped in an oscillatory 
fashion at a frequency independent of the rotor 
speed. The goal of the oscillatory pitching was 
to induce dynamic stall on the rotor blade, 
resulting in a large increase in lift coefficient. 
The goal of the flapping motion was to generate 
a radial flow along the rotor blade, which was 
expected to stabilize the leading-edge vortex 
created during the dynamic stall event. An 
appropriate combination of flapping and pitch-
ing amplitudes as well as frequencies was deter-
mined by experiments.

FIGURE 5.13 Mechanical samara microflyer, total mass 
9.5 g, maximum dimension 75 mm [59]. Credits: E.R. Ulrich, 
D.J. Pines, J.S. Humbert, From Falling To Flying: The Path To 
Powered Flight Of A Robotic Samara Nano Air Vehicle,  
Bioinspiration & Biomimetics, 5, 045009, 2010.
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A schematic of the rotor hub with articulation 
for flapping and pitching is shown in Figure 
5.14. A scotch-yoke mechanism converts rotary 
input from a small electric motor into linear 
motion that is conveyed through the hollow 
rotor shaft into a lever mechanism on the rotor 
hub. These levers actuate the rotor blade in flap-
ping and pitching about their respective axes. 
Large-amplitude flapping (total angle of 46°) 
and pitching (±20°) motion is possible, and the 
frequency of the motion depends on the rota-
tional speed of the motor. A picture of the rotor 

with the blades at a large flap angle is shown in 
Figure 5.15.

The mechanism was tested by spinning the 
rotor at 2,000 rpm, keeping the flap motion fixed 
and prescribing a pitching motion of amplitude 
6° at frequencies varying from 0.25 to 2 per revo-
lution of the rotor. It was observed that while 
operating at mean pitch angles close to the static 
stall angle of the airfoil, the oscillatory pitching 
resulted in around 50% improvement in hover 
efficiency. As expected, there was negligible 
effect at lower angles of attack, where the 

Rotor blade Rotation

Flapping axis

Pitching axis

Actuation through
rotor shaft

FIGURE 5.14 Schematic of flapping rotor operation. Adapted from Ref. 61. F. Bohorquez and D.J. Pines, Design and 
development of a biomimetic device for micro air vehicles, Volume 4701, 503–517, SPIE 2002.

RotationRotor blade
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FIGURE 5.15 Rotor blades actuated to a high flap angle. Adapted from Ref. 61. F. Bohorquez and D.J. Pines, Design and 
development of a biomimetic device for micro air vehicles, Volume 4701, 503–517, SPIE 2002.
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oscillatory pitching does not cause dynamic stall 
to occur. In addition, the largest improvements 
were observed at low pitching frequencies 
(0.25–0.5 per revolution).

A further extension of this concept is to use 
oscillatory flapping of the rotor blades to reduce 
or eliminate the torque required to rotate the 
rotor. This idea is based on the Knoller–Betz effect: 
When an airfoil undergoes plunging motion in an 
incident freestream velocity, it can produce thrust, 
i.e., a force opposite the direction of the freestream 
velocity. Flyers with flapping wings utilize this 
effect to generate a propulsive force in flight. The 
effect is summarized in Figure 5.16. The airfoil is 
shown plunging in an incident freestream of 
velocity V. The plunging displace     ment of the  
airfoil is h, and the apparent velocity of the air 
is Vh = dh/dt. The resultant velocity incident on 
the airfoil is Vres at an angle of attack ∝. The lift 
L and drag D on the airfoil are perpendicular 
and parallel, respectively, to the resultant inci-
dent velocity. The thrust or propulsive force Fp 
is given by the summation of horizontal compo-
nents of L and D, i.e.,

Therefore, based on a specific range of values 
of freestream velocity and plunging velocity, it is 
possible to create a positive propulsive force. This 
effect forms the basis of a unique microflyer devel-
oped by Jones and Platzer [62] in which the lift 
and propulsive force are generated by a pair of 

(5.6)Fp = L sin α − D cos α.

straight biplane-like wings located at the rear of 
the vehicle, flapping in opposition to each other. 
This gives the two wings an oscillatory pitching 
and plunging motion with respect to each other 
that results in both a lift force and a thrust force.

Heiligers et al. [63] developed a single-rotor 
helicopter, called the Ornicopter, with a mecha-
nism that actively flapped the blades. The flap-
ping resulted in the production of a propulsive 
force on the blades that created the torque 
required to spin the rotor. As a result, there was 
no reaction torque on the helicopter fuselage. A 
radio-controlled model helicopter was modified 
to accommodate the required flapping mecha-
nisms. A series of experiments was performed 
to evaluate the yaw control authority and the 
optimum settings of rotational speed and flap-
ping amplitude [64].

The rotor diameter was 1.5 m and the flap-
ping was phased such that opposing pairs of 
blades on the four-bladed rotor flapped with the 
same phase and were out of phase with their 
neighboring blades. In this way, oscillatory iner-
tial forces along the rotor shaft were eliminated. 
The prototype was tested at a rotational speed of 
500 rpm, over a range of collective pitch settings 
and flapping amplitudes. Torque measurements 
indicated a range of settings over which thrust 
was produced at zero rotor torque. For example, 
at 4° collective pitch and a flapping angle of 8.3°, 
the rotor produced 8 N of thrust at zero torque. 
Yaw control was achieved by varying the 
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FIGURE 5.16 Schematic of thrust production by a plunging airfoil in a freestream.
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flapping amplitude at a given collective pitch 
setting. Note that rotor thrust was insensitive to 
flapping amplitude at a constant collective pitch. 
Future work should focus on increasing the 
thrust produced by the rotor by operating at 
higher rotational speed.

Fitchett and Chopra [65] developed a micro-
scale rotor, called the Flotor, that was powered by 
blade flapping (Figure 5.17). A prototype was 
constructed and tested in three modes: pure flap-
ping, pure rotation, and combined flapping/rota-
tion. The geometry of the blades of the Flotor, as 
well as the rotational speed, was determined 
based on the wings of bats of similar size and 
their reduced frequency in cruise flight. The pro-
totype rotor had two blades that were flapped in 
phase, a rotor radius of 80 mm, and a blade aspect 
ratio of 6.5. To ensure that pure flapping initiated 
rotor rotation in the correct direction, the blades 
were constructed with a main spar at the leading 
edge. This resulted in sufficient elastic twist in 
the blades to generate the appropriate propulsive 
forces at low rotational speed. The blades were 
constructed out of 0.25 mm thick mylar sheet and 
a carbon fiber framework.

In the pure flapping mode (passive rotation), 
a maximum disk loading of 10 N/m2 was meas-
ured, which is low compared to conventional 

shaft-driven rotors. For the pure rotation and 
combined flapping/rotation tests, rigid blades 
with a circular arc profile were tested. Com-
pared to the pure rotation cases, an increase in 
thrust of up to 20% and a decrease in torque of 
up to 30% were measured during combined 
flapping/rotation. Several recommendations 
were made for future research leading to a 
flight-capable prototype.

Although the concept of active blade flapping 
has been shown to enhance the performance of 
a conventional rotor, the main challenges to this 
approach are the mechanical complexity of the 
rotor hub, the inertial forces due to active blade-
flapping, and the additional power required by 
the blade-flapping mechanism. These challenges 
must be addressed appropriately to enable flight 
testing of such a configuration.

5.5.5 Cycloidal Rotor

The cycloidal rotor is an unconventional lift-
producing mechanism that has the potential to 
improve hover efficiency by harnessing unsteady 
aerodynamic effects. A cycloidal rotor consists of 
several blades that rotate about a horizontal axis 

FIGURE 5.17 Bench test prototype of the Flotor, a micro 
rotor powered by blade flapping [65].

Direction
of rotation

Blades

Direction of flight

FIGURE 5.18 Cycloidal rotor configuration.
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that is perpendicular to the direction of flight 
(Figure 5.18). The blade span is parallel to the 
axis of rotation. As the blades rotate around the 
azimuth, their pitch angle is varied periodically, 
typically using a passive mechanism such as a 
four-bar linkage. Each spanwise blade element 
operates at about the same conditions—velocity, 
Reynolds number, angle of attack, centrifugal 
force—and thus can be designed to operate at its 
optimum efficiency.

Figure 5.19 shows a cross-section of a six-
bladed cycloidal rotor rotating with an angular 
velocity Ω. Each of the blades produces a lift and 
a drag force. Blades at the top and bottom posi-
tions produce an almost vertical net force, while 
those at the sides produce small lateral forces 
because of their reduced angle of attack. The 
horizontal components of the forces cancel, 
resulting in a net vertical thrust. In addition, the 
amplitude and phase of the maximum blade 
pitch angle may be changed by modifying the 
configuration of the mechanical linkage. In this 
way, the magnitude and direction of the net 

thrust vector of the rotor can be changed almost 
instantaneously.

The concept of cycloidal propulsion was first 
investigated in the 1920s by Kirsten [66] and in 
the 1930s by Wheatley [67,  68]. These early 
cycloidal rotors were intended for use in full-
scale aircraft. Wind-tunnel tests were performed 
on 8 ft diameter cycloidal rotors and significant 
forces were obtained; however, due to incom-
plete theoretical knowledge of unsteady aerody-
namic effects, it was not possible to accurately 
predict the performance of these devices. The 
cycloidal rotor can change the direction of its 
thrust vector almost instantaneously over a com-
plete circle, i.e., over an angular range of 360°. 
Because of this unique ability, cycloidal rotors 
eventually made their way to marine systems, 
where they are used in tugboats to provide them 
with low-speed maneuverability. More recently, 
cycloidal rotors have made a reappearance in 
aircraft applications. They have been proposed 
for use on airships [69, 70] and on an UAV of 
gross weight 600 lb, where the wings are replaced 
by cycloidal rotors [71]. On a smaller scale, 
cycloidal rotors of span around 0.8 m have been 
investigated for VTOL UAVs of take-off mass 
around 50 kg [72, 73]. These rotors were able to 
demonstrate a power loading around 12 kg/HP 
at low thrust that asymptoted to 5 kg/HP at 
high thrust.

Due to the potential performance benefits of 
unsteady aerodynamic effects as well as the 
increased maneuverability afforded by the 
instantaneous change in thrust vector, cycloidal 
rotors have been explored for microflyers. 
Hwang et al. [74] designed a microscale cyclo-
copter with two cycloidal rotors of radius 0.2 m. 
Sirohi and Parsons [75] developed a six-bladed, 
six-inch-diameter cycloidal rotor for a micro-
aerial vehicle. Experiments were performed on 
a prototype to measure the flowfield in the 
downwash of the rotor as well as the thrust and 
torque produced at rotational speeds up to 1,200 
rpm. The rotor blades had a NACA0010 profile, 
and the amplitude of the oscillatory blade pitch 

Ω

FIGURE 5.19 Thrust vectors at each blade cross-section.
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angle could be set from 0° to 40°. This translated 
into a reduced frequency of around 0.167, which 
is considered highly unsteady. A time-domain 
formulation based on the Wagner’s function, in 
conjunction with downwash predicted based on 
momentum theory, was used to predict the 
thrust and torque of the rotor. Good agreement 
with measured thrust was observed, but there 
was some discrepancy with measured torque. 
These discrepancies were attributed to an over-
simplification of the flowfield, especially through 
the central part of the rotor. The power loading 
at low thrust settings was observed to be com-
parable to that of a conventional helicopter rotor 
of the same diameter and asymptoted to a lower 
value at high thrust settings.

Based on experimental results, a micro-aerial 
vehicle powered by two six-inch-diameter 
cycloidal rotors was designed (Figure 5.20). The 
total mass of this vehicle was around 250 g and 
the rotor speed was around 1,650 rpm.

Benedict et al. [76, 77] performed further exper-
imental studies on a cycloidal rotor of the same 
size, with the goal of optimizing the performance 
of the cycloidal rotor MAV. The effects of number 
of blades (ranging from two to six),  
maximum pitching amplitude, and airfoil camber 
were investigated. Improved performance was 
achieved with a larger number of blades, higher 
pitching amplitude, and uncambered airfoils. 
Particle image velocimetry (PIV) measurements 
indicated a high degree of wake skewness as well 
as significant rotational flows inside the cycloidal 
rotor. Aeroelastic modeling of a cycloidal rotor 
using nonlinear finite elements and multibody 
simulations with different inflow models [78] 
indicated that the wake skewness and resulting 
side force arises from the mechanical linkage as 
well as a phase lag due to unsteady aerodynamic 
effects. Torsional deformations were shown to 
decrease the thrust produced. Further experi-
mental studies on the blade airfoil profile and 

FIGURE 5.20 Conceptual twin cycloidal rotor MAV.
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location of pitching axis were performed, culmi-
nating in the design and successful hover flight 
of a micro-aerial vehicle with four cycloidal rotors 
[79], with a total mass of around 750 g and a 
power loading of 5.6 kg/HP (Figure 5.21).

Future work in this area is expected to focus 
on the forward flight capability of the cycloidal 
rotor as well as maneuverability and improve-
ment of performance by further harnessing 
unsteady aerodynamic effects.

5.6 MODELING

Several analytical and computational models have 
been developed to calculate the forces generated 
by a flapping wing. Early studies did not include 
the effect of elastic wing deformations, while 
more recent studies feature coupled aeroelastic 
analyses. A few of these studies are described in 
this section, followed by a detailed discussion of a 
typical analysis based on strip theory.

Typically, the development of analytical tools 
has focused on the ability to accurately calculate 
dynamic loads generated by the  flapping wings. 
The calculation of the coupled aeroelastic 
response of a flapping wing becomes increas-
ingly challenging as the flexibility of the wing 
and the flapping frequency increase. Computa-
tional methods that incorporate detailed, cou-
pled calculations of the structural deformations 
as well as the aerodynamic forces are required 
to accurately represent the dynamic behavior of 
flexible flapping wings. However, these meth-
ods are computationally expensive and are not 
suited to real-time control. In addition, they 
often yield less physical insight into the dynam-
ics than simpler analytical models. Roget et al. 
[80] used a Reynolds-averaged Navier–Stokes 
computational solver with body-conforming, 
deformable grids to calculate the aerodynamic 
forces generated by a flexible flapping wing. 
The deformed shape of a wing measured in a 
parallel study by Harmon and Hubbard [81], 

FIGURE 5.21 Conceptual quad cycloidal rotor MAV [79]. By kind permission of M. Benedict.
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using retroreflective markers in conjunction 
with motion-tracking algorithms, was input to 
the computational model. The computational 
model showed good agreement with measured 
forces at low flapping frequencies and was less 
accurate at higher flapping frequencies.

Two-dimensional strip theory is the approach 
most often adopted by researchers, in which the 
wings are discretized into chordwise strips dis-
tributed along the span. The flows over the strips 
are assumed to behave independently of each 
other, and so each strip is treated as a two-dimen-
sional airfoil section. The forces and moments on 
each strip are calculated based on local flow 
velocities, angles, and airfoil characteristics, and 
the contributions of all the strips are summed to 
find the total forces on the flyer. A simplified 
unsteady aerodynamic analysis based on modi-
fied strip theory was developed by DeLaurier  
[82, 83] to model the flight performance of a har-
monically flapping wing. In this analysis, the 
wing was assumed to be spanwise rigid in bend-
ing but flexible in torsion. A harmonic variation 
of pitching and flapping motion was assumed. A 
modified Theodorsen function was used to incor-
porate the unsteadiness of the flow as well as the 
finite aspect ratio of the wing. Post-stall charac-
teristics were incorporated in the analysis in addi-
tion to a leading-edge suction force that account 
for the majority of forward-thrust production.

Figure 5.22 shows a schematic of a wing dis-
cretized into chordwise sections along its span. 
The wings flap about their axis of symmetry, at 

the mid-span location (only one wing is shown 
in the figure). The incident velocities, angles, 
and forces on the two-dimensional airfoil sec-
tion are similar to that shown in Figure 5.16.

This analysis was used to find the performance 
of the flapping wings on an 18 ft span pterosaur 
model, which included a spanwise variation in 
airfoil chord as well as sweep, similar to that inves-
tigated by DeLaurier [82]. An empirical model was 
used to calculate the appropriate flapping fre-
quency based on the total mass of the pterosaur 
(around 40 lbs). The flapping frequency f for any 
natural flyer was given by Pennycuick [84] as

Here, m is the mass of the bird, g is the accelera-
tion due to gravity, b is the wingspan, S is the 
wing area, and ρ is the density of air. Using this 
relation, the flapping frequency was found to be 
1.2 Hz. This is low in comparison to typical birds 
of today but can be attributed to the large wing 
span and low wing loading of pterosaurs. The 
calculations were performed at a flight speed 
of 44 ft/s, a flapping amplitude of 20°, and an 
angle of incidence of the flapping axis of 7.5°.

The average lift produced over one cycle as a 
function of the dynamic twist angle amplitude 
β0 is shown in Figure 5.23a. It is seen that for 
values of β0 > 2.25°/ft, the lift produced is about 
42 lb, which is more than the weight of the ptero-
saur and hence sufficient to sustain flight.

The average thrust produced as a function of 
dynamic twist angle is plotted (Figure 5.23b). It 
is seen that the thrust produced peaks at a 
dynamic twist of around β0 = 2.25°/ft. Beyond 
this value of β0, the thrust rapidly decreases to 
around zero. This trend in thrust can be explained 
by the fact that upon increasing the dynamic 
twist to a larger value, the outboard sections of 
the wing become prone to stall, causing them to 
lose thrust.

A similar trend is seen in the propulsive effi-
ciency curve (Figure 5.24), where a distinct max-
imum of 42% is reached at β0 = 2.25°/ft. The 
propulsive efficiency is low compared to the 
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FIGURE 5.22 Schematic of flapping wing modeled 
using two-dimensional strip theory [82].
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efficiency of modern propellers (70–80%). This 
is because the inherent mechanism of flapping 
consists of phases when lift and thrust are lost 
(during the down stroke) and the thrust gener-
ated is not constant over the flapping cycle.

The average input power, Pin (Figure 5.25) is 
also plotted against the dynamic twist angle. It is 
seen that with increase in dynamic twist, the input 
power required becomes lower and considerably 

less effort is needed to keep flapping. This means 
that with an increase in dynamic twist, more 
energy can be drawn from the airflow to produce 
thrust.

The variation of total lift and total thrust pro-
duced by the wing over a flapping cycle is 
shown in Figure 5.26a and b for a fixed dynamic 
twist amplitude of β0 = 2.25°/ft. It is seen that the 
lift and drag have an approximately sinusoidal 
variation with flapping cycle angle. In the down 
stroke (cycle angle varying from 0° to 180°), the 
average lift and thrust produced per wing are 
high. In the up stroke (cycle angle varying from 
180° to 360°), the lift produced is low and the 
thrust produced is negative. However, positive 
lift and thrust are produced over the entire cycle.

Refined structural models of flapping-wing 
flight include higher-order twist deformation in 
addition to bending deformations. In the case of 
insect wings having a lower aspect ratio, plate 
theories may be necessary to capture the appro-
priate dynamics. Nonlinearities may be intro-
duced in terms of kinematic couplings or large 
deformations. Refined aerodynamic analyses 
rely on purely computational techniques to cap-
ture the complex, three-dimensional, unsteady 
flowfield. Larijani and DeLaurier [85] developed 
a nonlinear aeroelastic analysis to further inves-
tigate the aerodynamical and structural dynami-
cal features of ornithopter flight. This analysis 
included a finite element structural model with 

FIGURE 5.25 Input power as a function of dynamic 
twist.

FIGURE 5.24 Propulsive efficiency as a function of 
dynamic twist.

FIGURE 5.23 Average lift and average thrust produced 
over one flapping cycle as a function of dynamic twist 
amplitude. (a) Average lift and (b) average thrust.
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damping effects. Analytical predictions of aver-
age thrust, lift, spanwise bending moments, and 
wingtip twist angles for various ranges of flap-
ping frequencies and airspeed were validated by 
a series of full-scale experiments. Grauer and 
Hubbard [86] developed a nonlinear multibody 
dynamics model of an ornithopter that treated 
the wings and body as rigid bodies having spe-
cific kinematic relationships.

Spedding et al. [87] measured the wake struc-
ture behind birds flying in the test section of an 
open test section wind tunnel using particle 
image velocimetry. The circulation measured in 
the wake was correlated with theoretical predic-
tions; however, it was concluded that there still 
remained a significant gap in the understanding 
of how wing geometry affects wake structure.

To account for the complex, highly unsteady 
flowfield, several researchers have developed 
purely computational models. For example, 
Fritz and Long [88] used an unsteady vortex 

lattice formulation that included vortex stretching 
and aging to model a plunging, pitching, twisting 
finite-span flapping wing. For simpler geometries, 
only a few vortex lattice rings were sufficient to 
characterize the flapping phenomenon, and 
these results were verified experimentally. Vest 
and Katz [89] developed a computational tool 
utilizing an unsteady potential flow-panel 
method. Singh and Chopra [90] developed a 
finite element-based structural model of an 
insect-based flapping wing in hover and included 
unsteady aerodynamics using indicial functions. 
They validated the analysis by performing 
experiments on a biomimetic flapping-wing 
mechanism and demonstrated the importance of 
aeroelastic twist deformation in producing lift. 
Recently, several researchers have used 
multibody mechanics to model flapping-wing 
micro air vehicles. Orlowski and Girard [91] 
described the nonlinear simulation of flapping-
wing micro air vehicles and reviewed the state-
of-art of dynamics modeling.

5.7 SENSORS

Birds, bats, and insects have a wide variety of 
sensory mechanisms that are used for flight sta-
bilization, navigation, and obstacle avoidance. 
These sensors are even more remarkable in 
insects due to their smaller size as well as higher 
bandwidth requirements associated with their 
higher flapping frequency and lower body iner-
tia. Figure 5.27 shows a schematic of the differ-
ent types of sensors on an insect. The compound 
eyes of the insect, shown in Figure 5.28 consist 
of a number of simple light sensors, each effec-
tively operating like a single pixel in a digital 
camera.

Insects use the data from these simple light 
sensors in a number of different ways and can 
extract complicated patterns of information 
from them. For example, researchers have deter-
mined that honeybees use a technique called 
optical flow to measure distance flown and to 

FIGURE 5.26 Variation of lift and thrust produced over 
one flapping cycle for spanwise dynamic twist amplitude 
β0 = 2.25 °/ft. (a) Instantaneous lift, and (b) instantaneous 
thrust.
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stabilize flight as well as avoid obstacles. Optical 
flow relies on the measurement of the rate of 
change of an image, which is directly related to 
the velocity of the image sensor with respect to 
the object being imaged. Consider a camera or 
an observer moving along a straight line at a 
constant velocity, imaging an object located 
along a direction perpendicular to the direction 
of motion. The closer the object is to the line of 
motion of the observer, the larger the angle it 
subtends. Therefore, closer objects appear to 

move faster through the field of view of the 
observer than objects that are farther away. For 
an observer moving at a constant velocity 
through a tunnel, the optical flow will be larger 
as the tunnel becomes narrower. Researchers 
observed that honeybees flying through tunnels 
to a food source significantly overestimated the 
distance flown, compared to when they flew 
through an open environment [92, 93]. It was 
concluded that the honeybees measure distance 
by integrating the optical flow across their eyes, 
and the higher optical flow created by the nar-
row tunnel walls resulted in an increased esti-
mate of the distance flown.

In Chapter 9, Chahl and Mizutani discuss the 
use of optical flow for biomimetic sensing. The 
optical flow technique is being investigated by 
several researchers for application on microflyers, 
using CMOS sensors, special lenses, and dedi-
cated electronics to minimize processing require-
ments [94]. For example,  Barrows et al. [95] 
developed an optical flow sensor that they incor-
porated into a commercially available hobby 
indoor helicopter and demonstrated stable hover 
in a fixed location using feedback from the sensor. 
Garratt and Chahl [96] described an optical flow-
based terrain-following system for an unmanned 
helicopter. They designed and constructed a sys-
tem consisting of a downward-looking camera 
and hardware to compute the optical flow.

The system was installed on an 80  kg 
Yamaha RMAX helicopter as well as on a 
smaller 8 kg electric helicopter. Flight testing 
demonstrated that the system could accurately 
measure the height of the aircraft above 
ground; combined with global positioning sys-
tem (GPS) measurements, the system was able 
to estimate height above terrain with an accu-
racy of 7.5% at a flight speed of 5 m/s. Other 
discussions of the physical principles that 
form the basis of optical flow and descriptions 
of several physical implementations can be 
found in Refs. [97, 98].

The halteres on insects are highly developed 
angular velocity sensors [99]. They vibrate up 

Compound eyes

Ocelli

Antennas
and hairs

Halteres

FIGURE 5.27 Different types of sensors on a typical insect 
[97].

FIGURE 5.28 Compound eyes on an insect [97].
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and down in resonance with the wing-flapping 
motion, and any angular velocity of the insect 
body, for example, in yaw, results in a bending 
moment on the halteres due to gyroscopic 
moments. Fine hair or other sensors at the root 
of the halteres measure this bending moment 
and provide feedback of the angular velocity 
to the insect. It has been observed that insects 
are unable to fly properly if these halteres are 
removed, and therefore they form an integral 
part of their flight control and stabilization 
system.

Researchers have also been investigating the 
sensory mechanisms involved in bat flight. In 
addition to the well-known acoustic sensing 
mechanisms such as echolocation, bats appear to 
employ several other mechanisms. Sterbing-
D’Angelo et al. [100] investigated the function of 
bat hairs as aerodynamic sensors. Tactile recep-
tors associated with the hairs on a bat’s wings 
can sense airflow in a direction opposite to the 
hair growth, identifying the onset of stall and 
flow separation. The bat uses this information for 
control in various flight regimes. It was experi-
mentally shown that shaving the hair from dif-
ferent areas of a bat’s wings significantly altered 
their ability to maneuver and avoid obstacles 
and increased their flight speed. The exact mech-
anisms involved in this sensing as well as the 
processing of the vast amount of information 
received are still topics of active research. 

Birds also feature several passive sensing 
mechanisms. The coverlets on birds, wings, 
located near the trailing edge, deploy automati-
cally when the flow over the upper surface of the 
wing is stalled. These pop up locally in areas of 
separated flow and not only provide feedback to 
the bird, but also help in alleviating stall by 
increasing the post-stall lift. Bechert et al. [101] 
studied this phenomenon and measured the 
effect of passive coverlets in stall alleviation on an 
airfoil in a wind tunnel. Birds are known to sense 
the direction of light polarization as well as the 
Earth’s magnetic field. Magnetometers are used 
in some microflyers for orientation; however, 

these are not as sophisticated as the mechanisms 
used by birds. A large part of the stabilization and 
control mechanisms in birds and insects, from the 
point of view of both sensors and algorithms, is 
still a topic of active research.

5.8 FUTURE CHALLENGES

There remain a number of challenges to realizing 
a fully autonomous insect-sized or bird-sized 
microflyer. The fundamental limits imposed by 
the low Reynolds number flight regime neces-
sitate harnessing unsteady aerodynamic mecha-
nisms for achieving efficient flight. The unsteady 
mechanisms used by insects and birds have been 
studied for a number of years and are still top-
ics of active research. A variety of computational 
tools are being developed to model these effects. 
These tools must be transitioned into design 
analyses to improve and optimize the perfor-
mance of microflyers. In addition, the structural 
dynamic models of wings must be developed to 
account for aeroelastic behavior that forms a key 
part of the aeromechanics of natural flyers.

In terms of stability and control, natural flyers 
are highly maneuverable, which comes at the 
cost of stability. To replicate this kind of 
 maneuverability in manmade microflyers 
requires high-bandwidth sensors and actuators 
as well as robust control algorithms. Each of 
these areas requires significant technical 
advances for realization of a microflyer with 
capabilities comparable to natural flyers. The 
enhanced maneuverability must not  compromise 
the  efficiency of flight. Actuators with higher 
power density must be developed to power the 
microflyers. The power density must be based 
not only on the actuator mass alone, but  must 
include the power supply as well. The size as 
well as accuracy and drift behavior of sensors 
must be enhanced. In this area, biomimetic 
 sensors such as optic flow-based sensors are 
very promising. Algorithms must be developed 
that require low processing capability so that 
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on-board computers remain within mass and 
power budgets. Finally, natural flyers have a 
remarkable ability to withstand gusts and 
recover from mild collisions with objects. 
 Practical man-made microflyers must also 
 incorporate such characteristics if they are to 
carry out practical missions. Significant advances 
have been made in a number of these areas over 
the past decade, and these technical challenges 
will remain a fertile ground for researchers for 
the forseeable future.

References
 [1] http://www.cia.gov/about-cia/cia-museum/cia-

museum-tour/index.html (accessed 5.02.2013).
 [2] J. Solem, The application of microrobotics in warfare. 

Technical Report LA- UR-96-3067, Los Alamos National 
Laboratory, Los Alamos, NM, USA (1991).

 [3] R. Hundley and E.C. Gritton, Future technology-driven 
revolutions in military operations: results of a work-
shop. Technical Report DB-110-ARPA, RAND Corpora-
tion, Santa Monica, CA, USA (1994).

 [4] T. Hylton, C. Martin, R. Tun, and V. Castelli, The 
DARPA nano air vehicle program. AIAA 2012–588, 50th 
AIAA Aerospace Sciences Meeting including the new hori-
zons forum and aerospace exposition, Nashville, TN, USA 
(January 9–12, 2012).

 [5] R.O. Prum, Development and evolutionary origin of 
feathers, Bioinsp Biomim 285 (1999), 291–306.

 [6] R.O. Prum and A.H. Brush, The origin and evolution 
of feathers, Sci Am 288 (3) (March 2003), 60–69.

 [7] H. Tennekes, The simple science of flight: from insects to 
jumbo jets, MIT Press, Cambridge, MA, USA (2009).

 [8] N. Lobontiu, Compliant mechanisms: design of flexure 
hinges, CRC Press, Boca Raton, FL, USA (2003).

 [9] W. Nachtigall, A. Wisser, and D. Eisinger, Flight of the 
honeybee—VIII. Functional elements and mechanics of 
the flight motor and the wing joint- one of the most 
complicated gear-mechanisms in the animal kingdom, 
J Comp Physiol B 168 (1998), 323–344.

 [10] R.J. Wood, The first takeoff of a biologically inspired at-
scale robotic insect, IEEE Trans Robot 24 (2008), 341–347.

 [11] B.M. Finio and R.J. Wood, Distributed power and 
control actuation in the thoracic mechanics of a robotic 
insect, Bioinsp Biomim 5 (2010), 045006.

 [12] W. Bejgerowski, A. Ananthanarayanan, D. Mueller, and 
S.K. Gupta, Integrated product and process design for 
a flapping wing drive-mechanism, ASME J Mech Des 
131 (2009), 061006.

 [13] T. Nakagawa, M. Miyazaki, G. Ono, R. Fujiwara, T. 
Norimatsu, T. Terada, A. Maeki, Y. Ogata, S. Kobayashi, 
N. Koshizuka, and K. Sakamura, 1-cc computer using 
UWB-IR for wireless sensor network, Design automation 
conference, 2008, ASPDAC 2008, Seoul, Korea (March 
2008), 392–397.

 [14] J.H. McMasters and M.L. Henderson, Low speed single 
element airfoil synthesis, Tech Soaring 6 (1980), 1–21.

 [15] B.H. Carmichael, Low Reynolds number airfoil survey, 
Volume I. Technical report, NASA-CR-165803, NASA 
(1981).

 [16] F.W. Schmitz, Aerodynamics of the model airplane. 
Part 1: Airfoil measurements. Technical report, NASA-
TM-X-60976, NASA (1967).

 [17] R.A. Wallis, Wind tunnel tests on a series of circular arc 
airfoils, ARL Aero Note 74, CSIRO, Australia (1946).

 [18] S.J. Miley, A catalog of low Reynolds number airfoil 
data for wind turbine applications. RFP-3387 VC-60, 
Rockwell International, US Department of Energy, 
Wind Energy Technology Division, Federal Wind 
Energy, Program, USA (1982).

 [19] A. Bruining, Aerodynamic characteristics of a curved 
plate airfoil section at Reynolds numbers 60,000 and 
100,000 and angles of attack from −10 to +90 degrees. 
Report Number VTHLR-281, Department of Aero-
space Engineering, Technische Hogeschool, Delft, The 
Netherlands (1979).

 [20] D. Althaus, ProfilePolaren für den Modellflug. Institut 
fur Aerodynamik und Gasdynamik der Universitat Stutt-
gart Neckar-Verlag, Villingen-Schwenningen, Germany 
(1980).

 [21] S.F. Hoerner and H.V. Borst, Fluid-dynamic lift, Hoerner 
Fluid Dynamics, Bakersfield, CA, USA (1985).

 [22] E.V. Laitone, Aerodynamic lift at Reynolds numbers 
below 7 × 104, AIAA J 34 (1996), 1941–1942.

 [23] E.V. Laitone, Wind tunnel tests of wings at Reynolds 
numbers below 70,000, Exp Fluids 23 (1997), 405–409.

 [24] F. Bohorquez, P. Samuel, J. Sirohi, D. Pines, L. Rudd, 
and R. Perel, Design, analysis and hover performance 
of a rotary wing micro air vehicle, J Am Helicopter Soc 
48 (2003), 80–90.

 [25] F. Bohorquez and D. Pines. Rotor and airfoil design for 
efficient rotary wing micro air vehicles, Proceedings of the 
61st Annual American Helicopter Society Forum, Grapevine, 
TX, USA (June 2005).

 [26] B.R. Hein and I. Chopra, Hover performance of a micro 
air vehicle: rotors at low Reynolds number, J Am Heli-
copter Soc 52 (2007), 254–262.

 [27] R.W. Prouty, Helicopter performance, stability and control, 
Krieger, Malabar, FL, USA (1990).

Acknowledgments
The author thanks Anand Karpatne for his help in creating 
some of the figures. Support from the Cockrell School of 
Engineering is also gratefully acknowledged.

https://www.cia.gov/about-cia/cia-museum/cia-museum-tour/index.html
https://www.cia.gov/about-cia/cia-museum/cia-museum-tour/index.html


 REFERENCES 135

 [28] J.G. Leishman, Principles of helicopter aerodynamics, Cam-
bridge University Press, New York, NY, USA (2000).

 [29] M. Rosen and A. Hedenström, Gliding flight in a 
jackdaw: a wind tunnel study, J Exp Biol 204 (2001), 
1153–1166.

 [30] R.A. Norberg, Hovering flight of the dragonfly Aeschna 
Juncea L, in Kinematics and aerodynamics, vol. 2 (T.Y.-T. 
Wu, C.J. Brokaw, and C. Brennen, eds.), Plenum, New 
York, NY, USA (1975), 763–781.

 [31] U.M. Norberg, Aerodynamics of hovering flight in the 
long-eared bat Plecotus Auritus, J Exp Biol 65 (1976), 
459–470.

 [32] T. Weis-Fogh, Quick estimates of flight fitness in hover-
ing animals, including novel mechanisms for lift pro-
duction, J Exp Biol 59 (1973), 169–230.

 [33] C.P. Ellington, C. van den Berg, A.P. Willmott, and 
A.L.R. Thomas, Leading-edge vortices in insect flight, 
Nature 384 (1996), 626–630.

 [34] M.H. Dickinson, F.O. Lehmann, and S.P. Sane, Wing 
rotation and the aerodynamic basis of insect flight, 
Science 284 (1999), 1954–1960.

 [35] L.W. Carr, K.W. McAlister, and W. J. McCroskey, Analysis 
of the development of dynamic stall based on oscillating 
airfoil experiments. NASA TN-D-8382, NASA (1977).

 [36] S.P. Sane, The aerodynamics of insect flight, J Exp Biol 
206 (2003), 4191–4208.

 [37] C.P. Ellington, The novel aerodynamics of insect flight: 
applications to micro-air vehicles, J Exp Biol 202 (1999), 
3439–3448.

 [38] A. Azuma, The biokinetics of flying and swimming, 
Springer-Verlag, Tokyo, Japan (1992).

 [39] Y.C. Fung, An introduction to the theory of aeroelasticity, 
Wiley, New York, NY, USA (1955).

 [40] R.L. Bisplinghoff, H. Ashley, and R.L. Halfman, Aero-
elasticity, Addison-Wesley, Cambridge, MA, USA (1957).

 [41] G.K. Taylor, R.L. Nudds, and A.L.R. Thomas, Flying and 
swimming animals cruise at a Strouhal number tuned 
for high power efficiency, Nature 425 (2003), 707–711.

 [42] C.J Pennycuick, Animal flight, Arnold, London, UK 
(1972).

 [43] U.M. Norberg, Vertebrate flight, Springer-Verlag, Berlin, 
Germany (1990).

 [44] J. Rayner, Mathematical modelling of the avian flight 
power curve, Math Method Appl Sci 24 (2001), 
1485–1514.

 [45] D.J. Pines and F. Bohorquez, Challenges facing future 
micro-air-vehicle development, J Aircraft 43 (2006), 
290–305.

 [46] K.C. Hall and S.R. Hall, A rational engineering analysis of 
the efficiency of flapping flight, in Fixed and flapping wing 
aerodynamics for micro air vehicle applications, (T.J. Mueller, 
ed.), AIAA, Reston, VA, USA (2001), 249–274.

 [47] C.P. Ellington and J.R. Usherwood, Lift and drag character-
istics of rotary and flapping wings,  in Fixed and flapping wing 

Aerodynamics for micro air vehicle applications (T.J. Mueller, 
ed.), AIAA, Reston, VA, USA (2001), 231–248.

 [48] J. Sirohi, M. Tishchenko, and I. Chopra, Design and 
testing of a microaerial vehicle with a single rotor and 
turning vanes, Proceedings of the 61st annual American Heli-
copter Society forum, Grapevine, TX, USA (June 1–3, 2005).

 [49] F. Bohorquez and D. Pines, Hover performance and 
swashplate design of a coaxial rotary wing micro air 
vehicle, Proceedings of the 60th annual American Helicop-
ter Society forum, Baltimore, MD, USA (2004).

 [50] T. Pornsin-Sisirak, S.W. Lee, H. Nassef, J. Grasmeyer, 
Y.C. Tai, C.M. Ho, and M. Keennon, MEMS wing tech-
nology for a battery-powered ornithopter, Thirteenth 
IEEE International conference on micro electro mechanical 
systems, vol. 122, Miyazaki, Japan, USA (2000), 23–27.

 [51] M. Keennon, K. Klingebiel, and H. Won, Development 
of the nano hummingbird: a tailless flapping wing micro 
air vehicle, AIAA 2012-588, 50th AIAA Aerospace Sciences 
Meeting including the new horizons forum and aerospace 
exposition, Nashville, TN, USA (January 9–12, 2012).

 [52] G.C.H.E. de Croon, K.M.E. de Clerq, R. Ruijsink, B. 
Remes, and C. de Wagter, Design, aerodynamics, and 
vision-based control of the Delfly, Internat J Micro Air 
Vehicles 1 (2009), 71–97.

 [53] E. Steltz, S. Avadhanula, and R.S. Fearing, High lift 
force with 275 Hz wing beat in MFI, IROS 2007, IEEE/
RSJ International conference on intelligent robots and 
systems, (IEEE, 2007), 3987–3992.

 [54] A. Cox, D. Monopoli, D. Cveticanin, M. Goldfarb, and 
E. Garcia, The development of elastodynamic compo-
nents for piezoelectrically actuated flapping micro-air 
vehicles, J Intell Mater Syst Struct 13 (2002), 611–615.

 [55] R. Kline and W. Koenig, Samara type decelerators, 8th 
aerodynamic decelerator and balloon technology conference, 
Hyannis, MA April 2–4, Technical Papers (A84–26551 
11–03), number AIAA-1984-807, pages 135141. Ameri-
can Institute of Aeronautics and Astronautics, New 
York, NY, USA (1984).

 [56] K. Fregene and C.L. Bolden, Dynamics and control of 
a biomimetic single-wing nano air vehicle,  IEEE Ameri-
can Control Conference (ACC) 2010 (2010), 51–56.

 [57] S. Jameson, K. Fregene, M. Chang, N. Allen, H. Youn-
gren, and J. Scroggins, Lockheed Martin’s SAMARAI 
nano air vehicle: challenges, research, and realization, 
AIAA-2012-584, 50th AIAA Aerospace Sciences Meeting 
including the new horizons forum and aerospace exposition, 
Nashville, TN, USA (January 9–12, 2012).

 [58] E.R. Ulrich, D.J. Pines, and S. Gerardi, Autonomous 
flight of a samara MAV, American Helicopter Society 65th 
annual forum and technology display, Grapevine, TX, USA 
(May 2009), 27–29.

 [59] E.R. Ulrich, D.J. Pines, and J.S. Humbert, From falling 
to flying: the path to powered flight of a robotic samara 
nano air vehicle, Bioinsp Biomim 5 (2010), 045009.



136 5 . BIOINSPIRED AND BIOMIMETIC MICROFLYERS 

 [60] E.R. Ulrich and D.J. Pines, Effects of planform geometry 
on mechanical samara autorotation efficiency and rota-
tional dynamics, J Am Helicopter Soc 57 (2012), 1–10.

 [61] F. Bohorquez and D.J. Pines. Design and development 
of a biomimetic device for micro air vehicles, Proc SPIE 
4701 (2002), 503–517.

 [62] K.D. Jones and M.F. Platzer, Flapping-wing propulsion 
for a micro air vehicle, AIAA-2000-897, 38th aerospace 
sciences meeting and exhibit, Reno, NV, USA (January 
10–13, 2000).

 [63] M.M. Heiligers, T. van Holten, and S.M. van den 
Bulcke, Test results of a radio-controlled ornicopter: a 
single rotor helicopter without reaction torque, AIAA-
2006-820, 44th AIAA aerospace sciences meeting and 
exhibit, Reno, NV, USA (January 9–12, 2006).

 [64] D.J. Gerwen, M.M. Heiligers, and T. van Holten, 
Ornicopter yaw control: testing a single rotor helicopter 
without reaction torque, AIAA-2007-1253, 45th AIAA 
aerospace sciences meeting and exhibit, Reno, NV, USA 
(8–11 January, 2007).

 [65] B. Fitchett and I. Chopra, A biologically inspired flap-
ping rotor for micro air vehicles, Proceedings of the AHS 
international specialists meeting on unmanned rotorcraft, 
Chandler, AZ, USA (January 23–25, 2007).

 [66] F.K. Kirsten. Cycloidal propulsion applied to aircraft, 
Trans ASME 50(AER-50-12) (1928).

 [67] J. Wheatley, Simplified aerodynamic analysis of the 
cyclogiro rotating-wing system, NACA-TN-467, 
National Advisory Committee for Aeronautics (1930).

 [68] J. Wheatley and R. Windler, Wind tunnel tests of a 
cyclogiro rotor, NACA-TN-528, National Advisory 
Committee for Aeronautics (1935).

 [69] R. Gibbens, Improvements in airship control using verti-
cal axis propellers, AIAA-2003-6853, Proceedings of the 
AIAA’s 3rd annual aviation technology, integration, and 
operations forum, Denver, CO, USA (November 17–19, 
2003).

 [70] M. Onda, K. Matsuuchi, N. Ohtsuka and Y. Kimura, 
Cycloidal propeller and its application to advanced 
LTA vehicles, AIAA-2003-6832, Proceedings of the AIAA 
3rd annual aviation technology, integration, and operations 
forum, Denver, CO, USA (November 17–19, 2003).

 [71] R. P. Gibbens, J. Boschma and C. Sullivan, Construction 
and testing of a new aircraft cycloidal propeller, AIAA-
1999-3906, Proceedings of the 13th AIAA lighter-than-air 
systems technology conference, Norfolk, VA, USA (28 
June-1 July, 1999).

 [72] S. Kim, C. Yun, D. Kim, Y. Yoon, and I. Park, Design 
and performance tests of cycloidal propulsion systems. 
AIAA-2003-1786, Proceedings of the 44th AIAA/ASME/
ASCE/AHS structures, Structural dynamics, and materials 
conference, Norfolk, VA, USA (April 7–10, 2003).

 [73] C.Y. Yun, I. Park, H.Y. Lee, J.S. Jung, I.S. Hwang, S.J. 
Kim, and S.N. Jung. A new VTOL UAV cyclocopter 

with cycloidal blades system, Proceedings of the 60th 
American Helicopter Society forum, Baltimore, MD, USA 
(June 7–10, 2004).

 [74] C.S. Hwang, I.S. Hwang, I.O. Jeong, S.J. Kim, C.H. Lee, 
Y.H. Lee, and S.Y. Min, Design and testing of VTOL 
UAV cyclocopter with 4 rotors, Proceedings of the 62nd 
annual American Helicopter Society forum, Phoenix, AZ, 
USA (2006).

 [75] J. Sirohi, E. Parsons, and I. Chopra, Hover performance 
of a cycloidal rotor for a micro air vehicle, J Am Heli-
copter Soc 52 (2007), 263–279.

 [76] M. Benedict, M. Ramasamy, and I. Chopra, Improving 
the aerodynamic performance of micro-air-vehicle-
scale cycloidal rotor: an experimental approach, J Air-
craft 47 (2010), 1117–1125.

 [77] M. Benedict, M. Ramasamy, I. Chopra, and J.G. Leishman, 
Performance of a cycloidal rotor concept for micro air 
vehicle applications, J Am Helicopter Soc 55 (2010), 22002.

 [78] M. Benedict, M. Mattaboni, I. Chopra, and P. Masarati, 
Aeroelastic analysis of a micro-air-vehicle-scale cycloi-
dal rotor in hover, AIAA J 49 (2011), 2430–2443.

 [79] M. Benedict, T. Jarugumilli, and I. Chopra, Experimen-
tal optimization of MAV-scale cycloidal rotor perfor-
mance, J Am Helicopter Soc 56 (2011), 22005.

 [80] B. Roget, J. Sitaraman, R. Harmon, J. Grauer, J. Hubbard, 
and S. Humbert, Computational study of flexible wing 
ornithopter flight, J Aircraft 46 (2009), 2016–2031.

 [81] R. Harmon, J. Grauer, J. Hubbard, J. Humbert, B. Roget, 
J. Sitaraman, and J. Conroy, Experimental determina-
tion of ornithopter membrane wing shapes used for 
simple aerodynamic modeling, AIAA-2008-6237, 26th 
AIAA applied aerodynamics conference, Honolulu, HI, 
USA (August 18–21, 2008).

 [82] J.D. DeLaurier, An aerodynamic model for flapping-
wing flight, Aeronaut J 97 (1993), 125–130.

 [83] J.D. DeLaurier, The development of an efficient orni-
thopter wing, Aeronaut J 97 (1993), 153–1530.

 [84] C. Pennycuick, Wingbeat frequency of birds in steady 
cruising flight: new data and improved predictions, J 
Exp Biol 199 (1996), 1613–1618.

 [85] R.F. Larijani and J.D. DeLaurier, A nonlinear aeroelastic 
model for the study of flapping wing flight, Prog Astro-
naut Aeronaut 195 (2001), 399–428.

 [86] J.A. Grauer and J.E. Hubbard, Multibody model of an 
ornithopter, J Guid Control Dynam 32 (2009), 1675–1679.

 [87] G.R. Spedding, J. McArthur, M. Rosen, and A. Heden-
strom, Deducing aerodynamic mechanisms from near-
and far-wake measurements of fixed and flapping 
wings at moderate Reynolds number, AIAA-2006-33, 
44th AIAA aerospace sciences meeting and exhibit, Reno, 
NV, USA (January 9–12, 2006).

[88]  T. Fritz and L. Long, Object-oriented unsteady vortex 
lattice method for flapping flight, J Aircraft 41 (2004), 
1275–1290.



 REFERENCES 137

 [96]  M.A. Garratt and J.S. Chahl, Vision-based terrain fol-
lowing for an unmanned rotorcraft, J Field Robot 25 
(2008), 284–301.

 [97]  J.-C. Zufferey, Bio-inspired flying robots—experimental 
synthesis of autonomous indoor flyers, CRC Press, Boca 
Raton, FL, USA (2008).

 [98]  N. Franceschini, F. Ruffier, J. Serres, and S. Viollet, 
Optic flow based visual guidance: from flying insects 
to miniature aerial vehicles, in Aerial Vehicles (T.M. 
Lam, ed.), InTech, Vienna, Austria (2009).

 [99]  J.W.S. Pringle, The gyroscopic mechanism of the hal-
teres of diptera, Phil Trans R Soc B Lond 233 (1948), 
347–384.

[100]   S.  Sterbing-DAngelo, M. Chadha, C. Chiu, B. Falk, 
W. Xian, B. Janna, J.M. Zook, and C.F. Moss, Bat wing 
sensors support flight control, Proc Natl Acad Sci 108 
(2011), 11291–11296.

[101]   D.W. Bechert, M. Bruse, W. Hage, and R. Meyer, Biological 
surfaces and their technological application: laboratory 
and flight experiments on drag reduction and separation 
control, 28th fluid dynamics conference, AIAA-1997-1960, 
Snowmass Village, CO, USA (June 29-July 2, 1997).

 [89]  M. Vest and J. Katz, Unsteady aerodynamic model of 
flapping wings, AIAA J 34 (1996), 1435–1440.

 [90]  B. Singh and I. Chopra, Insect-based hover-capable 
flapping wings for micro air vehicles: experiments 
and analysis, AIAA J 46 (2008), 2115–2135.

 [91]  C.T. Orlowski and A.R. Girard, Modeling and simula-
tion of nonlinear dynamics of flapping wing micro air 
vehicles, AIAA J 49 (2011), 969–981.

 [92]  M.V. Srinivasan, S. Zhang, M. Altwein, and J. Tautz, 
Honeybee navigation: nature and calibration of the 
odometer, Science 287 (2000), 851–853.

 [93]  H.E. Esch, S. Zhang, M.V. Srinivasan, and J. Tautz, 
Honeybee dances communicate distances measured 
by optic flow, Nature 411 (2001), 581–583.

 [94]   K. Weber, S. Venkatesh, and M. Srinivasan, Insect-
inspired robotic homing, Adaptive Behav 7 (1999), 
65–97.

 [95]  G. Barrows, T. Young, C. Neely and S. Humbert, 
Vision based hover in place, AIAA-2012-586, 50th 
AIAA aerospace sciences meeting including the new hori-
zons forum and aerospace exposition, Nashville, TN, 
USA (January 9–12, 2012).



138 5 . BIOINSPIRED AND BIOMIMETIC MICROFLYERS 

Assistant Research Scientist in the Alfred Gessow 
Rotorcraft Center at the University of Maryland 
at College Park. In 2007, he joined the Advanced 
Concepts group in Sikorsky Aircraft Corporation, 
and in August 2008, he joined the faculty at the 
University of Texas at Austin.

He is interested in hovering micro-aerial 
vehicles, specifically in the effect of scaling and 
Reydesnolds number on the figure of merit of 
rotors and the reduced-order aeroelastic mod-
eling of flapping wings. His present research 
activities include development of actuators 
and sensors for active helicopter rotors, aeroe-
lasticity of flexible rotor blades, investigation 
of the efficiencies of different micro-aerial 
vehicle configurations, and measurement of 
rotor loads.

ABOUT THE AUTHOR

Jayant Sirohi is an Assistant Professor in the 
Department of Aerospace Engineering and 
Engineering Mechanics, at the University of Texas 
at Austin. He obtained his BTech degree in 
Aerospace Engineering from the Indian Institute 
of Technology, Chennai, India in 1996 and his MS 
and PhD degrees from the University of Maryland 
at College Park in 2002. He then worked as an 



Engineered Biomimicry 139 © 2013 Elsevier Inc. All rights reserved.

http://dx.doi.org/10.1016/B978-0-12-415995-2.00006-4

Mohsen Shahinpoor
Mechanical Engineering Department,  

University of Maine, Orono, ME 04469, USA

6
Muscular Biopolymers

Prospectus
This chapter discusses properties and characteristics 
of ionic biopolymer-metal nanocomposites (IBMCs) as 
biomimetic multifunctional distributed nanoactuators, 
nanosensors, nanotransducers, and artificial muscles. 
After presenting some fundamental properties of bio-
mimetic distributed nanosensing and nanoactuation of 
ionic polymer-metal composites (IPMCs) and IBMCs, 
the discussion extends to some recent advances in 
the manufacturing techniques and 3-D fabrication 
of IBMCs and some recent modeling and simula-
tions, sensing and transduction, and product devel-
opment. This chapter also presents procedures on 
how biopolymers such as chitosan and perfluorinated 
ionic polymers can be combined to make new nano-
composites with actuation, energy harvesting, and 
sensing capabilities. Chitin-based chitosan and ionic 
polymeric networks containing conjugated ions that 
can be redistributed by an imposed electric field and 
consequently act as distributed nanosensors, nanoac-
tuators, and artificial muscles are also discussed. The 
manufacturing methodologies are briefly discussed, 
and the fundamental properties and characteristics 
of biopolymeric muscles as artificial muscles are pre-
sented. Two ionic models based on linear irreversible 
thermodynamics as well as charge dynamics of the 
underlying sensing and actuation mechanisms are 
also presented. Intercalation of biopolymers and ionic 
polymers and subsequent chemical plating of them 
with a noble metal by a reduction-oxidation (redox) 

operation is also reported and the properties of the 
new product are briefly discussed.

Keywords
Artificial muscles, Biopolymeric nanosensors, Chitin, 
Chitosan, Ion-containing macromolecular networks, 
Muscular biopolymers, Nanoactuators, Perfluorinated 
ionic polymers.

6.1 INTRODUCTION

Direct conversion of chemical to mechanical 
energy as occurs in biological muscles has been 
the focus of many scientists and researchers 
to achieve efficiencies as high as 50%. In com-
parison, most internal combustion engines and 
steam turbines have about 30% efficiency at best. 

6.1.1  Brief Description of Mammalian 
Muscles

In order to reproduce similar properties of bio-
logical muscles in artificial counterparts, we 
have to fully understand mechanisms, behav-
iors, and properties of natural muscles. This sec-
tion provides a brief summary of anatomical and 
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physiological characteristics of human or mam-
malian muscles.

Muscles provide the movement capability 
of the human body and form 40–45% of body 
weight. They provide a means of direct con-
version of chemical to mechanical (movement, 
work, and force) energy. Myology deals with the 
scientific study of muscle. 

There are three distinct types of muscle tissue 
that vary in microscopic anatomy and nervous 
controls. These are skeletal, cardiac, and smooth 
muscles.

Skeletal muscle tissues are primarily attached 
to bones and provide for the movement of the 
skeleton. They are striated; alternating light and 
dark bands are visible when the tissue is exam-
ined under a microscope. They are also classi-
fied as voluntary muscle tissue since they are 
under conscious control.

Cardiac muscle tissue is found in the heart 
only. It is also striated but involuntary, that is, 
its contraction is usually not under conscious 
control and uses a pacemaker included in the 
muscle to produce a heartbeat.

Smooth muscle tissue is found in the walls of 
hollow internal structures such as blood vessels, 
the stomach, the intestines, and most abdominal 
organs. It is nonstriated and involuntary.

There are three basic functions of muscle tis-
sue by contraction or alternating contraction 
and relaxation: producing motion, providing 
stabilization, and generating heat.

There are four functional characteristics of the 
muscle as follows:

1. Excitability, or the ability to respond to certain 
stimuli by producing action potentials or 
impulses of electrical signal. The stimuli 
triggering action potentials are chemicals 
such as neurotransmitters released by neu-
rons or hormones distributed by the blood.

2. Contractility, or the ability to contract and 
generate force to do work. Contraction is in 
response to one or more muscle action 
potentials.

3. Extensibility, or the ability of the muscle to 
be extended (stretched) without damaging 
the tissue. Most skeletal muscles are 
arranged in opposing or antagonistic pairs 
in which one muscle tissue contracts 
while the other one is relaxed or even 
stretched.

4. Elasticity, or the ability of the muscle tissue 
to return to its original shape after 
stimulation [1]. 

Nerves and blood vessels supply muscle in 
abundance. Motor neurons are responsible for 
stimulating muscle fibers. In order for muscle 
tissue to contract, it uses a good deal of adeno-
sine triphosphate (ATP), an energy-rich mole-
cule, and it has to produce ATP by inflow of 
nutrients and oxygen brought about by the 
blood capillaries (microscopic blood vessels) 
that are found in abundance in muscle tissue. 
Each muscle fiber (cell) is in close contact with 
one or more capillaries.

Connective tissue surrounds and protects 
muscle tissue. Fascia is a sheet of broadband 
fibrous connective tissue beneath the skin, 
around the muscles and other organs in the 
body. Deep fascia, a dense irregular connective 
tissue, lines the body wall and extremities, holds 
muscles together, and separates them into func-
tional groups. Deep fascia allows free move-
ment of muscles; carries nerves, blood, and 
lymphatic vessels; and fills spaces between mus-
cles. Beyond deep fascia are three layers of 
dense, irregular connective tissues that further 
protect and strengthen skeletal muscle.

The outermost layer encircling the whole 
muscle is the epimysium. Perimysium then sur-
rounds bundles (faciculi or fascicles) of 10–100 or 
more individual muscle fibers. Further penetrat-
ing the interior of each individual fascicle and 
separating muscle fibers from one another is the 
endomysium. Interested readers are invited to 
read Appendix A of Ref. 1.

A motor neuron delivers the stimulus that 
ultimately causes a muscle fiber to contract.  
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A motor neuron plus all the muscle fibers it 
stimulates is called a motor unit.

A typical skeletal muscle consists of hundreds 
or thousands of very long cylindrical cells called 
muscle fibers. The muscle fibers lie parallel to one 
another and range from 10 to 100 µm in diam-
eter. While a typical length is 100 µm, some 
muscle fibers are up to 30 cm long.

The sarcolemma is a muscle fiber’s plasma 
membrane, and it surrounds the muscle fiber’s 
cytoplasm or sarcoplasm. Because skeletal mus-
cle fibers arise from the fusion of many smaller 
cells during embryonic development, each fiber 
has many nuclei to direct synthesis of new pro-
teins. The nuclei are at the periphery of the cell 
next to the sarcolemma, conveniently out of the 
way of the contractile elements. The mitochondria 
(energy packs) lie in rows throughout the mus-
cle fiber, strategically close to muscle proteins 
that use ATP to carry on the contraction process. 
Within the muscle fibers are myofibrils, which are 
extended lengthwise in the sarcoplasm. Their 
prominent light and dark band colors, called 
cross-striations, make the whole muscle fiber 
appear striped or striated.

Myofibrils form the contractile element of the 
skeletal muscle. They are 1–2 µm in diameter and 
contain three types of smaller filaments called 
myofilaments. These are thin, thick, and elastic 
filaments, respectively. The thin filament is about 
8 nm; the thick filaments are about 16 nm.

6.1.2 Muscle Contraction

In the mid-1950s, Jean Hanson and Hugh Huxley 
proposed the sliding filament mechanism of mus-
cle contraction. They stated that skeletal muscle 
contraction was due to thick and thin filaments 
sliding past one another. During muscle contrac-
tion, myosin cross-bridges pull on the thin fila-
ments, causing them to slide inward toward what 
is called the H-zone. As the cross-bridges pull on 
the thin filaments, the thin filaments meet at the 
center of the sarcomere. The myosin cross-bridges 

may even pull the thin filaments of each sarcomere 
so far inward that their ends overlap. As the thin 
filaments slide inward, structures called Z-discs 
come toward each other and the sarcomere short-
ens but the lengths of thick and thin filaments 
do not change. The sliding of the filaments and 
shortening of the sarcomere cause shortening of 
the whole muscle fiber and ultimately the entire 
muscle.

An increase in Ca2+ concentration in the sar-
coplasm starts filaments sliding, whereas a 
decrease turns off the sliding process. When a 
muscle fiber is relaxed, the concentration of Ca2+ 
in the sarcoplasm is low. This is because the 
sarcoplasmic reticulum (SR) membrane contains 
Ca2+ active transport pumps that remove Ca2+ 
from the sarcoplasm. Ca2+ is stored or seques-
tered inside the SR. As a muscle action potential 
travels along the sarcolemma and into the trans-
verse tubule system, Ca2+ release channels open 
in the SR membrane. The result is a flood of Ca2+ 
from within the SR into the sarcoplasm around 
the thick and thin filaments. The calcium ions 
released from the SR combine with troponin, 
causing it to change shape. This shape change 
slides the troponin–tropomyosin complex away 
from the myosin-binding sites on actin.

Muscle contraction requires Ca2+. It also 
requires energy in the form of ATP. ATP attaches 
to ATP-binding sites on the myosin cross-bridges 
(heads). A portion of each myosin head acts as 
an ATPase, an enzyme that splits the ATP into 
ADP + P , where P symbolizes the terminal phos-
phate group PO3−

4  and ADP is adenosine diphos-
phate, through hydrolysis reaction. This reaction 
transfers energy from ATP to the myosin head 
even before contraction begins. The myosin 
cross-bridges thus are in an activated (energized) 
state. Such activated myosin heads spontane-
ously bind to the myosin-binding sites on actin 
when the Ca2+ level rises and tropomyosin slides 
away from its blocking position. The shape 
change that occurs when myosin binds to actin 
produces the power stroke of contraction. Dur-
ing the power stroke, the myosin cross-bridge 
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swivels toward the center of the sarcomere like 
the oars of a boat. This action draws the thin fila-
ments past the thick filaments toward the H-zone. 
As the myosin heads swivel, they release ADP.

Once the power stoke is complete, ATP again 
combines with the ATP-binding sites on the 
myosin cross-bridges. As ATP binds, the myosin 
head detaches from actin. Again, ATP is split, 
imparting its energy to the myosin head, which 
returns to its original upright  position. It is then 
ready to combine with another myosin-binding 
site further along the thin  filament. The cycle 
repeats over and over.

The myosin cross-bridges keep moving back 
and forth like the cogs of a ratchet, with each 
power stroke moving the thin filaments toward 
the H-zone. At any instant, about half of the 
myosin cross-bridges are bound to actin and are 
swiveling. The other half are detached and 
 preparing to swivel again.

Contraction is analogous to running on a 
nonmotorized treadmill. One foot (myosin 
head) strikes the belt (thin filament) and pushes 
it backward (toward the H-zone). Then the other 
foot comes down and imparts a second push. 
The belt soon moves smoothly while the runner 
(thin filament) remains stationary. And, like the 
legs of the runner, the myosin heads need a 
constant supply of energy to keep going. The 
power stoke repeats as long as ATP is available 
and the Ca2+ level near the thin filament is high.

This continual movement applies the force 
draws the Z-discs toward each other and the 
sarcomere shortens. The myofibrils thus con-
tract and the whole muscle fiber shortens. Dur-
ing a maximal muscle contraction, the distance 
between Z-discs can decrease to half the resting 
length. However, the power stroke does not 
always result in shortening of the muscle fibers 
and the whole muscle. Isometric contraction or 
contraction without shortening occurs when the 
cross-bridges generate force but the filaments do 
not slide past one another.

Sustained small contractions give firmness to 
a relaxed skeletal muscle, known as muscle tone. 

At any instant, a few muscle fibers are con-
tracted while most are relaxed. This small 
amount of contraction firms up a muscle with-
out producing movement and is essential for 
maintaining posture. Asynchronous firing of 
motor units allows muscle tone to be sustained 
continuously.

A single action potential in a motor neuron 
elicits a single contraction in all the muscle fibers 
of its motor unit. The contraction is said to be 
all-or-none, because individual muscle fibers will 
contract to their fullest extent. In other words, 
muscle fibers do not partially contract. The force 
of their contraction can vary only slightly, 
depending on local chemical conditions and 
whether or not a motor unit has just contracted 
previously.

In addition, other internal conditions in the 
muscle, such as temperature, pH, and viscosity 
change. A rise in temperature, for example, 
could provoke stronger contractions.

6.1.3 Electromyography

The electrical signal associated with the contrac-
tion of a muscle is called an electromyogram or 
EMG. Electromyography, which is the study of 
EMG, has revealed some basic information. Vol-
untary muscular activity results in an EMG that 
increases in magnitude with tension. However, 
other variables influencing the signal at any 
given time are velocity of shortening or length-
ening of the muscle, rate of tension buildup, 
fatigue, and reflex activity.

Muscle tissue conducts electrical potentials 
somewhat similarly to axons of the nervous sys-
tem. Motor unit action potential (m.u.a.p.) is an 
electrical signal generated in the muscle fibers 
because of the recruitment of fibers as the motor 
unit. Electrodes placed on the surface of a muscle 
or inside the muscle tissue will record the alge-
braic sum of all m.u.a.p.’s being transmitted 
along the muscle fibers at that point in time. 
Those motor units away from the electrode site 



will result in a smaller m.u.a.p. than those of 
similar size near the electrode.

For a given muscle there can be a variable 
number of motor units, each controlled by a 
motor neuron through special synaptic junctions 
called motor end plates. An action potential trans-
mitted down the motor neuron arrives at the 
motor end plate and triggers a sequence of elec-
trochemical events. A quantum of acetylcholine 
(ACh) is released. It then crosses the synaptic gap 
(200–500 Å wide) and causes a depolarization of 
the postsynaptic membrane. Such a depolariza-
tion can be recorded by a suitable microelectrode 
and is called an end plate potential (EPP). In nor-
mal circumstances, the EPP is large enough to 
reach a threshold level and an action potential is 
initiated in the adjacent muscle fiber membrane.

The beginning of the m.u.a.p. starts at the 
Z-disc of the contractile element by means of an 
inward spread of the stimulus along the trans-
verse tubular system. This results in a release of 
Ca2+ in the SR. Ca2+ rapidly diffuses to the con-
tractile filaments of actin and myosin where 
ATP is hydrolyzed to produce ADP plus heat 
plus mechanical energy (tension). The mechani-
cal energy manifests itself as an impulsive force 
at the cross-bridges of the contractile element.

The depolarization of the transverse tubular 
system and the SR results in a depolarization 
wave along the direction of the muscle fibers. It 
is this depolarization wave front and the subse-
quent repolarization wave that are seen by the 
recording electrodes.

Two general types of EMG electrodes have 
been developed. Surface electrodes consist of 
disks of metal, usually silver/silver chloride, of 
about 1 cm in diameter. These electrodes detect 
the average activity of superficial muscles and 
give more reproducible results than do in-
dwelling types. In-dwelling electrodes are 
required, however, for the assessment of fine 
movements or to record from deep muscles. 
A needle electrode is a fine hypodermic needle 
with an insulated conductor located inside and 
bared to the muscle tissue at the open end of 

the needle. The needle itself forms the other 
conductor.

In-dwelling electrodes are influenced by both 
waves that actually pass by their conducting 
surface and by waves that pass within a few 
millimeters of the bare conductor. The same is 
true for surface electrodes.

ATP is an important molecule for the life of 
living cells. It provides energy for various cellular 
activities such as muscular contraction, movement 
of chromosomes during cell division, movement 
of cytoplasm within cells, transporting substances 
across cell membranes, and putting together 
larger molecules from smaller ones during syn-
thetic reactions. Structurally, ATP consist of three 
phosphate groups attached to an adenosine unit 
composed of adenine and five-carbon sugar ribose. 

ATP is the energy reserve of living systems. 
When a reaction requires energy, ATP can trans-
fer just the right amount, because it contains two 
high-energy phosphate bonds. When the termi-
nal phosphate group P is hydrolyzed by addition 
of a water molecule, the reaction releases energy. 
This energy is used by the cell to power its activi-
ties. The resulting molecule, after removal of the 
terminal phosphate groups, is ADP. This reaction 
may be represented as follows:

The energy supplied by the catabolism of 
ATP into ADP is constantly being used by the 
cell. Since the supply of ATP at any given time 
is limited, a mechanism exists to replenish it. 
A phosphate group is added to ADP to manu-
facture more ATP. The reaction may be repre-
sented as follows:

The energy required to attach phosphate 
groups to ADP to make ATP is provided by 
breakdown of glucose in the cellular respiration 
process, which has two phases:

1. Anaerobic. In the absence of oxygen, glucose 
is partially broken down by the glycolysis 

(6.1)ATP → ADP + P + Energy.

(6.2)ADP + P + Energy → ATP.
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process into pyruvic acid. Each glucose that 
is converted into a pyruvic acid molecule 
yields two molecules of ATP.

2. Aerobic. In the presence of oxygen, glucose 
is completely broken down into carbon 
dioxide and water. These reactions generate 
heat and ATP molecules from each glucose 
molecule.
A muscle fiber is about 100 µm in diameter 

and consists of fibrils about 1 µm in diameter. 
Fibrils in turn consist of filaments about 100 Å in 
diameter. These further are of smaller units of 
molecular chains called actin, myosin, and elastic 
elements. Electron micrographs of fibrils show 
the basic mechanical structure of the interacting 
actin and myosin filaments. The darker and 
wider myosin protein bands are interlaced with 
the lighter and smaller actin protein bands, as 
seen in electron micrographs. The space between 
them consists of a cross-bridge structure where 
the tension is created and elongation/contrac-
tion takes place. The term contractile element is 
used to describe the part of the muscle that gen-
erates the tension, and it is this part that shortens 
and lengthens as positive or negative work is 
done. The sarcomere, which is a basic length of 
the myofibril, is the distance between the 
Z-discs. It can vary from 1.5 µm at full shortening 
to 2.5 µm at resting length to about 4 µm at full 
lengthening.

The structure of the muscle is such that many 
filaments are in parallel and many sarcomere 
elements are in series to make up a single con-
tractile element. Consider a motor unit of a 
cross-sectional area of 0.1 cm2 and a resting 
length of 10 cm. The number of sarcomere con-
tractile elements in series would be 10 cm/2.5 
µm = 40,000 and the number of filaments (each 
with an area of 10−8 cm2) in parallel would be 
0.1/10−8 = 107. Thus the number of contractile 
elements of sarcomere length packed into this 
motor unit would be 4 x 1011.

The active contractile elements are contained 
within the fascia. These tissue sheaths enclose 
the muscles, separating them into  layers and 

groups and ultimately connecting them to the 
tendons at either end. The mechanical character-
istics of connective tissue are important in 
the overall biomechanics of the muscle. Some of 
the connective tissue is in series with the con-
tractile element; some is in parallel. These 
tissues are modeled as springs and viscous 
dampers for modeling purposes.

Each muscle has a finite number of motor 
units (motor neuron plus muscle fibers it inner-
vates), each of which is controlled individually 
by a separate nerve ending. Excitation of each 
unit is an all-or-none event. The electrical indi-
cation is a motor unit action potential with the 
mechanical result being a tension twitch. An 
increase in tension can be accomplished in two 
ways: by increasing the stimulation rate for the 
motor unit or by the excitation (recruitment) of 
an additional motor unit.

It is now generally accepted that the motor 
units are recruited according to the size princi-
ple, which states that the size of the newly 
recruited motor unit increases with the tension 
level at which it is recruited. This means that the 
smallest unit is recruited first and the largest unit 
last. In this manner, low-tension movements can 
be achieved in finely graded steps. Conversely, 
those movements requiring high forces but not 
needing fine control are accomplished by recruit-
ing the larger motor units. 

Successive recruitment can be described as 
follows: The smallest motor unit (MU-1) is 
recruited first, usually at an initial frequency 
ranging from about 5–13 Hz. Tension increases 
as MU-1 fires more rapidly until a certain ten-
sion is reached, at which MU-2 is recruited. 
Here MU-2 starts firing at its initial low rate, 
and further tension is achieved by the increased 
firing of both MU-1 and 2. At a certain tension, 
MU-1  reaches its maximum firing range  
(15–60 Hz) and therefore generates its maxi-
mum tension. This process of increasing  
tension reaching new thresholds and recruit-
ing another larger motor unit continues until 
maximum voluntary contraction is reached. 



At that point, all motor units will be firing at 
their maximum frequencies. For a detailed 
discussion of mammalian muscles, the reader 
is refered to Bobet and Stein [1] and Ding et al. 
[2, 3].

In the following section we present a brief 
review of electroactive polymers (EAP) as artifi-
cial muscles, in general.

6.1.4  Electroactive Polymers and 
Artificial/Synthetic Muscles

For a recent history on EAPs, the reader is 
referred to Bar-Cohen [4] and Shahinpoor 
et al. [19]. Some specific EAPs are as follows:

1. Magnetically activated polymers. Magnetically 
activated gels, also called ferro-gels, are 
chemically cross-linked polymer networks 
that change shape in the presence of a 
magnetic field [5].

2. Electronic EAP/ferroelectric relaxer polymers. 
Zhang et al. [6] have introduced defects into 
the crystalline structure of Poly(vinylidene 
fluoride) (also known as PVDF) using 
electron irradiation to dramatically reduce 
the dielectric loss in a PVDF Tri Fluoroeth-
ylene, or P(VDF-TrFE), copolymer. This 
copolymerization apparently permits AC 
switching with much less heat generated. It 
is the electric-field-induced change between 
nonpolar and polar regions that is responsi-
ble for the large electrostriction observed in 
this polymer. As large as 4% electrostrictive 
strains can be achieved, with low-frequency 
driving fields having amplitudes of about 
150 V/μm.

3. Electrets. Electrets, which were discovered in 
1925, are materials that retain their electric 
polarization after being subjected to a strong 
electric field [7]. Piezoelectric behavior in 
polymers also appears in electrets, which 
are essentially materials that consist of a 
geometrical combination of a hard and a 

soft phase [8]. The positive and negative 
charges within the material are permanently 
displaced along and against the direction of 
the field, respectively, making a polarized 
material with a net zero charge.

4. Dielectric elastomer EAPs. Polymers with low 
elastic stiffness modulus and high dielectric 
constant can be packaged with flexible and 
stretchable electrodes to generate large 
actuation strain by electrostatic attraction 
between the stretchable electrodes, like a 
parallel plate capacitor [9]. However, 
Roentgen [10] appears to have been the first 
to discover this effect as early as 1880 by 
observing the stretching of a rubber band 
that could change its shape by being 
charged or discharged electrostatically.

5. Liquid crystal elastomer (LCE) materials. 
Liquid crystal elastomers as artificial 
muscles were pioneered by Finkelmann and 
coworkers [11, 12]. These materials can be 
used to form an EAP actuator by inducing 
isotropic-nematic phase transition due to 
temperature increase via Joule heating.

6. Ionic EAP/ionic polymer gels (IPG). Polymer 
gels can be synthesized to produce strong 
actuators with the potential to match the 
force and energy density of biological 
muscles. These materials (e.g., polyacryloni-
trile, PAN) are generally activated by a 
chemical reaction, changing from an acid to 
an alkaline environment and causing the gel 
to become dense or swollen, respectively. 
This reaction can be stimulated electrically, 
as was shown by Osada et al. [13], Osada 
and Ross–Murphy [14], Osada et al. [15], 
and Osada and Matsuda [16].

7. Nonionic polymer gels/EAPs. Nonionic 
polymer gels containing a dielectric solvent 
can be made to swell under a DC electric 
field with a significant strain. Hirai and 
coworkers at Shinshu University in Japan 
created bending and crawling nonionic 
EAPs using a poly(vinyl alcohol) gel with 
dimethyl sulfoxide [17, 18].
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 8. lonic polymer-metal composites (IPMCs). Ionic 
polymer-metal composite (IPMC) is an 
EAP that bends in response to a small 
electrical field (5–10 V/mm) as a result of 
mobility of cations in the polymer 
network. Reference is made to Shahinpoor 
et al. for the introductory paper on IPMCs 
in 1998 [19]. Oguro et al. [20] and 
Shahinpoor [21, 22] should be consulted 
for some earlier similar development of 
electroactive inonic membrane gels.

 9. Conductive polymers (CP) or synthetic metals. 
Conductive polymers operate under an 
electric field by the reversible counter-ion 
insertion and expulsion that occurs during 
redox cycling [23].  Oxidation and reduc-
tion occur at the electrodes, inducing a 
considerable volume change due mainly 
to the exchange of ions with an electrolyte. 
When a voltage is applied between the 
electrodes, oxidation occurs at the anode 
and reduction at the cathode. The pres-
ence of either a liquid eletrolyte contain-
ing conjugated ions or a solid 
polyelectrolyte medium in close proximity 
to conductive polymers, such as polypyr-
role (pPy), is often necessary to cause 
charge  migration into and out of the 
conductive polymer.

10. Shape-memory polymers. Shape-memory 
polymers (SMPs) are similar to shape-
memory alloys (SMAs) in the sense that 
they remember their shape at a certain 
specific temperature and can recover their 
shape if they are heated to that tempera-
ture. For a very good coverage of this 
topic, see Behl et al. [24].

6.1.5 Ionic Polymer-Metal Composites

Ionic polymer-metal composites (IPMCs) are 
in fact nanocomposites and are biomimetic 
distributed nanosensors, nanoactuators, energy 
harvesters, and artificial muscles. For a good 
review of these materials, see Refs. 25–29. 

Briefly, IPMCs are cationic capacitive actua-
tors and sensors that operate dynamically due 
to ionic redistribution due to either an imposed 
electric field or an imposed deformation field. 
When we apply a voltage across their thickness 
in a membrane or strip form, they bend quickly 
(millisecond response) toward the anode 
because cations move away from the anode 
toward the cathode side and cause the cathode 
side to expand and the anode side to contract; 
thus, bending occurs on the anode side. If the 
signal is oscillatory, then the strip oscillates 
accordingly as the cations move back and forth 
across the membrane. 

On the other hand, if they are mechanically 
bent by outside forces (mechanical deformation 
due to applied loads), they generate electric-
ity across the two electrodes attached to them 
because ionic redistribution causes an electric 
field due to Poisson’s effect. Thus they are actua-
tors, sensors, and energy harvesters. 

In Ref. 25, methods of fabrication of several 
electrically and chemically active ionic poly-
meric gel muscles, such as polyacrylonitrile 
(PAN), poly(2-acrylamido-2-methyl-1-propane 
sulfonic) acid (PAMPS), and polyacrylic-acid-
bis-acrylamide (PAAMs) as well as a new class 
of electrically active composite muscle such as 
ionic polymeric conductor composites (IPCCs) 
or ionic polymer-metal composites (IPMCs) 
made with perfluorinated sulfonic or carboxylic 
ionic membranes, are introduced. 

Mathematical theories and numerical simula-
tions associated with ionic polymer nanocom-
posite electrodynamics and chemodynamics are 
also formulated for the manufactured materials. 

In this chapter we concentrate on ionic 
biopolymers such as chitosan for biomimetic 
distributed nanoactuation, nanosensing, and 
energy harvesting as well as artificial muscle 
applications for medical and industrial needs.

Shahinpoor’s group has been involved in 
performing research on combining the 
biopolymer chitosan with organic polymer 
electrolytes such as perfluorinated sulfonic or 



carboxylic ionic polymers for medical and 
implantation applications because of chitosan’s 
amazing healing, medical, and diagnostic 
properties. Chitosan/ionic polymers containing 
equilibrated and conjugated ions within their 
molecular networks and capable of being 
chemically or electrolessly plated with a 
conductive phase such as carbon, metal, 
graphite, graphene, and carbon nanotube create 
a novel family of multifunctional materials with 
medical healing characteristics.

Shahinpoor and Schneider [30] have pre-
sented a larger family of multifunctional poly-
meric materials. Mac and Sun [31] have 
discussed the multifunctional characteristics of 
chitosan gels. On the IPMC side the reader is 
referred to Shahinpoor et al. [25] and five review 
articles by Shahinpoor and Kim [26–29] and 
Shahinpoor [32]. Furthermore, in Refs. 25 and 
27, methods of fabrication of several electri-
cally and chemically active ionic polymeric 
muscles have been introduced and investi-
gated. Gel-based ionic polymer conductor com-
posites have also been introduced and 
investigated [25, 33, 34].

As described in Ref. 30, several physical mod-
els have been developed to understand the 
mechanisms of ion transport in ionic polymers 
and membranes. Morphological features influ-
ence transport of ions in ionic polymers. These 
features have been studied using a host of 
experimental techniques, including small and 
wide-angle X-ray scattering, dielectric relaxa-
tion, and a number of microscopic and spectro-
scopic studies [35, 36].

The emerging picture of the morphology of 
ionic biopolymers is that of a two-phase system 
made up of a polar medium containing ion 
nanocluster networks surrounded by a hydro-
phobic medium. These nanoclusters, in the con-
text of perfluorinated sulfonic membranes, have 
been conceptually described as containing an 
interfacial region of hydrated, sulfonate-termi-
nated perfluoroether side chains surrounding a 
central region of polar fluids. Counterions such 

as Na+ or Li+ are to be found in the vicinity of 
the sulfonates. It must be noted that the length 
of the side chains has a direct bearing on the 
separation between ionic domains, where the 
majority of the polar fluids resides, and the non-
polar domains.

Perfluoroionomers show an unusual combi-
nation of a nonpolar, Teflon-like backbone with 
polar and ionic side branches under high-
resolution NMR. Liu and Schmidt–Rohr [37] 
obtained high-resolution nuclear magnetic res-
onance (NMR) spectra of solid perfluorinated 
polymers by combining 28-kHz magic-angle 
spinning (MAS) with rotation-synchronized 
19F pulses. Their NMR studies enable more 
detailed structural investigations of the 
nanometer-scale structure and dynamics of 
polytetrafluoroethylene (PTFE) or Teflon®- 
based ionomers. It has also been well established 
that anions are tethered to the polymer back-
bone and cations (H+, Na+, Li+) are mobile and 
solvated by polar or ionic liquids within the 
nanoclusters of size 3–5 nm [25, 30]. For recent 
work on biopolymers/IPMC artificial muscles, 
see Shahinpoor [38] and Tiwari et al. [39].

A large class of ion-containing polymers 
exists and creates a rich source of ionic poly-
meric nanosensors and nanoactuators in nano-
composite form with conductive materials. 
Certain dopants in the form of charge-transfer 
agents can be used to generate positive or nega-
tive charges or pendant groups in an intrinsi-
cally conducting polymer by reduction/
oxidation (redox) chemical operations. 
Ampholytic polymers (polyampholytes) that are 
composed of macromolecules containing both 
cationic and anionic groups are electoactive and 
generate the basis for biomimetic electroactive 
ionic biopolymer conductive composites such as 
chitosan, intercalated with ionic polyelectrolytes 
such as IPMCs.

It is worth noting that chitosan is a naturally 
occurring substance in shellfish such as shrimps, 
crabs, and lobsters and possesses many useful 
properties such as wound healing. Note that 
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chitosan is a copolymer of glucosamine and 
N-acetyglucosamine units linked by 1–4 gluco-
sidic bonds and can be obtained by N-deacetyla-
tion of chitin. Chitin is the second most abundant 
natural polymer on Earth. Chitosan is a polysac-
charide derived from chitin, part of the shell 
structure of crustaceans and shellfish. The chi-
tosan is produced commercially by deacetylation 
of chitin. Chitosan is also a cationic polyeletro-
lyte. The degree of deacetylation can be deter-
mined by NMR spectroscopy and can vary from 
60% to 100%.

The structure of chitosan is similar to that of 
cellulose, with the presence of amino groups 
being the major difference (Figure 6.1). The fact 
that chitosan may be made electroactive with 
sensing and actuation capability is evidenced by 
the work of Cai and Kim [40] on electoactive 
papers based on cellulose, as well as the work 
of Mac and Sun [31] on chitosan gels. Chitosan 
is structurally related to cellulose, which con-
sists of long chains of glucose molecules linked 
to each other.

Chitosan comprises copolymers of N-acetyl-
glucosamine and glucosamine and is a linear 
natural polysaccharide. Chitosan is prepared 
from chitin, which is closely related to both 
chitosan, a more water soluble derivative of 
chitin, and to cellulose, since it is a long 
unbranched chain of glucose derivatives, shown 
in Figure 6.2.

Note that protonated chitosan is cationic 
and is positively charged. These properties 
make chitosan ideal for use as a bio-adhesive, 
as it bonds to negatively charged surfaces such 
as mucosal membranes. Several studies have 

FIGURE 6.1 General structure of chitosan polyelectrolyte.

FIGURE 6.2 Manufacturing protonated chitosan from chitin by deacetylation in NaOH [30].
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looked at chitosan gels and, incorporating 
 different elements into the gel, to improve 
them for desired properties such as mechani-
cal or binding properties. Chitosan polyethylene 
glycol forms a semi-interpenetration polymer  
network that increases the mechanical 
properties and pH-dependent swelling prop-
erties of the gel. For an excellent article on 
supramolecular interactions in chitosan gels, 
see Kato and Schneider [41].

The chitosan ionomers are useful in many dif-
ferent applications in a variety of fields. From cut-
ting edge biomedical applications to agricultural 
applications, these gels are an essential asset for 
the future. One of the main advantages of these 
ionomers is their ability to contain and release 
various substances. They have also been recently 
developed as cationic membranes for fuel cell 
application to replace Nafion® [42–44]. Interest-
ingly, Nafion® as a perfluorinated sulfoinc mem-
brane is one of the basic materials used to 
manufacture IPMCs by a redox operation. Thus, 
it appears quite feasible to combine chitosan and 
Nafion® to manufacture chitosan/IPMC artificial 
muscles with healing and diagnostic capabilities.

6.2 THREE-DIMENSIONAL 
FABRICATION OF BIOPOLYMER 

NANOCOMPOSITES (IBMCs)

The fundamental procedure here is to manu-
facture chitosan membranes from chitin and 
then hydrolyze the chitosan membranes to 
give them ion-exchange capability, then boil 
them in an acid to protonate them for quick 
ion exchange with a noble metal such as plati-
num, gold, or palladium. The membrane form 
of these biopolymers has a typical thickness 
in the range of approximately 300–400 μm.  
Shahinpoor’s group [25, 45] has devised a fab-
rication method that can scale up or down the 
IPMC artificial muscles in a strip size of micro-
to-centimeter thickness, using a liquid form of 
perfluorinated ionic polymers. By meticulously 

evaporating the solvent (isopropyl alcohol) 
out of the solution, recast ionic polymer can 
be obtained [45]. As a biopolymer is used, 
the IPMC is called an ionic biopolymer-metal 
nanocomposite (IBMC).

6.3 CHITOSAN/NAFION® 
COMPOSITE 3-D 

MANUFACTURING PROCEDURE

The general procedure in manufacturing cat-
ionic chitosan is to first obtain a chitosan from 
a vendor, say, Sigma–Aldrich, with a medium 
molecular weight for ease of acetylation. Ace-
tic acid (CH3COOH), hydrochloric acid (HCl), 
nitric acid (HNO3), sodium hydroxide (NaOH), 
sodium tripolyphosphate (Na5P3O10) and 
sodium sulfite (Na2SO3), 10% Nafion® solution 
and (DMSO) dimethyl sulfoxide (CH3)2SO), 
sodium or lithium borohydrides (NaBH4, 
LiBH4), tetra-amine platinum chlorides hydrate 
([Pt(NH3)4]Cl2 and [Pt(NH3)6]Cl4), dichlorophen-
anthrolinegold (III) chloride (Au(phen) Cl2]Cl), 
and ammonium tetrachloroaurate (III) hydrate 
(NH4AuCl4·XH2O) in solution are also needed. 
All chemicals used should be of reagent grade.

The chitosan should be dissolved in 0.1 M ace-
tic acid to prepare a 2% (by volume) chitosan 
solution. This solution should then be mixed 
thoroughly with a 10% Nafion® solution at room 
temperature. Subsequently, a solution of DMSO 
should be added to the mixture to act as a solvent. 
The resulting chitosan/Nafion® should be thor-
oughly mixed with acetic acid to make a Nafion®/
chitosan composite that should then be sonicated 
for about 15 min in a bath sonicator to remove 
surface contaminants and impurities and then be 
vigorously stirred for 5 h. The chitosan/Nafion® 
mixture should then be poured into a glass petri 
dish to be cured for 13 h in an oven at 114 °C. The 
resulting membrane should be soaked in DI 
water at 85 °C for 2 h. The resulting chitosan/
Nafion® membrane should further be hydrolyzed 
in 1M HCl for 2 h at 85 °C to protonate it.  
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The membrane will then be ready to be chemi-
cally plated by the following redox procedure:

1. The membrane material surfaces are 
roughened to increase the surface density 
and allow better molecular diffusion during 
oxidation and reduction processes to 
chemically plate the membrane with a metal 
to serve as an effective electrode. These 
steps include sandblasting, glass bead 
blasting, or sandpapering the surface of the 
biopolymer membrane to increase the 
surface-area density where platinum salt 
penetration and reduction occurs.

2. Ultrasonic cleaning and chemical cleaning 
by acid boiling (HCl or HNO3-low concen-
trates) is carried out next.

3. The ion-exchanging process is incorporated 
using a metal complex solution such as 
tetra-amine platinum chlorides hydrate as an 
aqueous platinum salt such as ([Pt(NH3)4]Cl2 
and [Pt(NH3)6]Cl4), or gold complexes such 
as dichlorophenanthrolinegold (III) chloride 
Au(phen) Cl2]Cl, or ammonium tetrachloro-
aurate (III) hydrate NH4AuCl4·XH2O in 
solution. Although the equilibrium condition 
depends on the types of charge of the metal 
complex, such complexes have been found to 
provide good electrodes.

4. Here we perform the initial making of 
platinum ionic biopolymer nanocomposites, 
beginning with reducing the platinum 
complex cations to a metallic state in the form 
of nanoparticles using effective reducing 
agents such as an aqueous solution of sodium 
or lithium borohydride (5%) at favorable 
temperature (i.e., 60 °C). Platinum black-like 
layers deposit near the surface of the material.

5. The final step (surface electrode placement 
process) is intended to effectively grow 
platinum (or other novel metals of a few 
micron thickness) on top of the initial plati-
num surface to reduce the surface resistivity.

Although the equilibrium condition depends 
on the type of charge of the metal complex, 

such complexes were found to provide good 
electrodes. Figures 6.3 and 6.4 depict the fractal 
nature of platinum reduction within the 
macromolecular network. Note that platinum 
reduction within the macromolecular network 
nanoclusters branches out continuously to create 
fractal structures, as shown in Figure 6.3.

Figure 6.4 depicts a scanning electron micro-
graph (SEM) of a chitosan/Nafion® sample 
treated with a dispersing agent (polyvinylpy-
rolidone, or PVP).

FIGURE 6.3 Fractal nature of reduced platinum within 
the chitosan/Nafion®.

FIGURE 6.4 An SEM of an IBMC treated with a dispers-
ing agent PVP.



The resulting chitosan IBMCs have been 
manufactured in various shapes and forms for a 
number of medical applications in connection 
with bodily fluid drainage problems such as in 
hydrocephalus, as shown in Figure 6.5.

A number of tests were performed on the 
new chitosan IBMCs in terms of actuation, 
sensing, and force exertion. Essentially the tests 
employed various samples of IBMCs, as shown 
in Figure 6.5, in a cantilever form between two 
electrodes at one end. A dynamic voltage 
generator was used to generate low voltage  
(4–6 V) and transient current (∼100 mA s). For 
actuation purposes, the IBMCs were subjected 
to low voltage and current to study their bending 
deformations, as shown in Figures 6.6a–d. 

FIGURE 6.5 Assortment of manufactured chitosan 
IBMC ionic biopolymer-metal composites of various 
complex shapes.

(a) (b)

(c) (d)

FIGURE 6.6 Bending deformation of various shaped samples (a, b, c, d) of chitosan IBMCs under a low voltage of 4–6 V.
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For sensing purposes, the IBMC muscle strips 
were mechanically bent, either statically or 
dynamically, to record the voltage-generated 
output on an oscilloscope, to be observed and 
recorded.

Once an electric field is imposed on an IBMC 
strip in a cantilever configuration, the hydrated 
cations migrate to accommodate the local elec-
tric field. This creates a pressure gradient across 
the thickness of the beam, and thus the beam 
undergoes bending deformation (Figure 6.6) 
under small electric fields such as tens of volts 

per millimeter. Figure 6.7 depicts typical deflec-
tion characteristics of cantilever samples of 
IBMC artificial muscles. The resulting chitosan/
IBMC displayed good actuation and sensing 
properties, as shown in Figures 6.7–6.9.

The samples were then placed between two 
electrodes and the lead wires attached to an 
oscilloscope to observe the sensing and energy-
harvesting capabilities of IBMCs, as shown in 
Figures 6.8 and 6.9. The samples generally 
showed very robust and fairly large output 
signals in the few millivolt range, which is 

Flip

ElectrodesIPMC Composite   sensor

FIGURE 6.8 Sensing and energy-harvesting configuration for IBMCs.

FIGURE 6.7 Displacement versus voltage for chitosan/IBMCs (size 3 mm × 40 mm × 0.24 mm).
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remarkable, as depicted in Figure 6.9, which 
depicts a typical sensing signal from a 
3 mm × 40 mm × 240 μm IBMC strip. 

To measure the force density of the IBMCs, 
high-resolution load cells (Mettler or Omega 
load cells with milligram resolution) are used as 
shown in Figure 6.10. The force exertion 
characteristics of chitosan IBMCs were quite 
good in the sense that the resulting force density 
was estimated to be about 35, which is close to 
IPMCs, force density in a cantilever form, which 
is about 45. Force density means the ratio of the 
blocking force for an IBMC cantilever strip at its 
tip to the weight of the cantilever strip itself. 
This will define an objective variable for actuator 
force generation and comparison. In this regard, 
a blocking force measurement set-up was used 
(Figures 6.10a and 6.11b) and a sample was 
loaded with a coin (a quarter, Figure 6.10c) to 
assess its blocking force. The force density of 
these IBMCs appears to be about 35 (normalized), 
which means in a cantilever form they can exert 
a blocking force more than 35 times the weight 
of the cantilever active part.

A chitosan blended with ionic polymers such 
as perfluorinated sulfonic or carboxylic mem-
branes could lead to a new generation of 

chitosan/IBMCs that show bending towards the 
anode, as shown in Figure 6.10.

6.4 MODELING AND SIMULATION

De Gennes et al. [46] presented the first 
phenomenological modeling of sensing and 
actuation in IPMCs based on linear irreversible 
thermodynamics and equilibrium of forces 
and fluxes. Shahinpoor and Kim [47] further 
discussed the fundamental mechanisms of 
sensing and actuation in IPMCs based on 
osmotic diffusion and Nernst–Plank equations. 
Asaka et al. [48] presented an ion diffusion-
based model for sensing and actuation of IPMCs. 
Nemat–Nasser and Zamani [49] also presented 
an electrochemomechanical modeling of the 
response of ionic polymer-metal composites with 
various solvents. Bonomo et al. [50] developed 
a software tool for simulation of actuation and 
sensing in IPMCs. Chen and Tan [51] presented 
a control-oriented and physics-based model 
for ionic polymer metal composite actuators. 
Del Bufalo et al. [52] discussed a mixture 
theory framework for modeling the mechanical 
actuation of ionic polymer-metal composites.  

FIGURE 6.9 Voltage (volts, vertical axis) versus time (seconds, horizontal axis) for a chitosan/IBMC cantilever (sample 
size 3 mm × 40 mm × 0.24 mm) bent initially by 90° and then released to vibrationally damp out.
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Porfiri [53] also discussed and modeled 
sensing and actuation of IPMCs based on 
charge dynamics. Wallmersperger et al. [54] 
discussed the thermodynamical modeling of the 
electromechanical behavior of ionic polymer-
metal composites. It is beyond the scope of this 
chapter to elaborate on these models, but a brief 
discussion follows.

6.4.1  Linear Irreversible Thermodynamic 
Modeling of Forces and Fluxes

As recently as 2000, Gennes et al. [46] presented 
the first phenomenological theory for sensing 
and actuation in ionic polymer-metal compos-
ites. Note from Figure 6.11 that there are ionic 
fluxes and forces at work within the IBMCs. 

Once an electric field is imposed on such a net-
work, the conjugated and hydrated cations rear-
range to accommodate the local electric field 
and thus the network deforms, which in the sim-
plest of cases, such as in thin membrane sheets, 
spectacular bending is observed (Figure 6.6) 
under small electric fields such as tens of volts 
per millimeter.

Let us now summarize the underlying 
principle of the IBMC’s actuation and sensing 
capabilities, which can be described by the 
standard Onsager formulation using linear 
irreversible thermodynamics. When static 
conditions are imposed, a simple description of 
mechanoelectric effect is possible based upon two 
forms of transport: ion transport (with a current 
density J, normal to the material) and solvent 
transport (with a flux Q, which we can assume is 

FIGURE 6.10 Cantilever and load-cell configuration for measuring the tip-blocking force of IBMC samples.



 6.4 MODELING AND SIMULATION 155

water flux). The conjugate forces include the 
electric field E and the negative of the pressure 
gradient ∇p. The resulting equations are:

(6.3)
J(x, y, z, t) = σE(x, y, z, t) − L12∇p(x, y, z, t),

where σ and K are the material electric conduc-
tance and the Darcy permeability, respectively. 
The cross-coefficient is usually L = L12 = L21. The 
simplicity of the preceding equations provides 
a compact view of the underlying principles 
of actuation, transduction, and sensing of the 
IBMCs, as also shown in Figures 6.7 and 6.8.

When the direct effect is measured (actuation 
mode, Figure 6.7), since ideally the electrodes 
are impermeable to ion species flux, it is observed 
that Q = 0. This gives:

This ∇p(x, y, z, t) will, in turn, induce a curvature 
κ proportional to ∇p(x, y, z, t). The relationships 
between κ and the pressure gradient ∇p(x, y, z, t) 
were fully derived and described by de Gennes 
et al. [46]. Let us just mention that κ  =  M/YI, 
where M is the local induced bending moment 
and is a function of the imposed electric field E, 
Y is the Young’s modulus of the strip that is a 
function of the hydration H of the IPMC, and I 
is the moment of inertia of the strip. Note that 
locally M is related to the pressure gradient such 
that in a simplified format:

Now from Eq. (6.6) it is clear that the vectorial 
form of curvature κE is related to the imposed 
electric field E by:

Based on this simplified model, the tip-bending 
deflection δmax of an IPMC strip of length lg 
should be almost linearly related to the imposed 
electric field due to the fact that

The experimental deformation characteristics 
depicted in Figure 6.6 are clearly consistent with 
the predictions obtained by the above linear 

(6.4)

Q(x, y, z, t) = L21E(x, y, z, t) − K∇p(x, y, z, t),

(6.5)∇p(x, y, z, t) =
L

K
E(x, y, z, t).

(6.6)∇p(x, y, z, t) = M/I = κE.

(6.7)κE = (L/KY)E.

(6.8)κE
∼=

[

2δmax/

(

l
2
g + δ

2
max

)]

∼= 2δmax/l
2
g.

FIGURE 6.11 Hydrated cations migrate away from local-
ized anode electrode toward the cathode electrode, causing 
the IBMC strip to bend toward the anode electrode.
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irreversible thermodynamics formulation that is 
also consistent with Eqs. (6.7) and (6.8) in the 
steady-state conditions and has been used to esti-
mate the value of the Onsager coefficient L to be 
of the order of 10−8 m2/V s. Here, a low-frequency 
electric field is used in order to minimize the 
effect of back diffusion of loose water under a 
step voltage or a DC electric field. Other param-
eters have been experimentally measured to be 
K ∼ 10−18 m2/CP and σ ∼ 1 S /m [19]. The next sec-
tion presents another approach to dynamic mod-
eling of IBMCs in the context of charge dynamics 
and Poisson–Nernst–Planck equations.

6.4.2  Modeling Charge Dynamics and 
Actuation/Sensing Mechanisms of 
Biopolymers (IBMCs)

As an external voltage is applied at both sides of 
the chitosan/IBMC membrane, an electric field 
gradient across the membrane is induced. This 
is in accordance with the Nernst–Planck equa-
tions [47, 53, 55] such that

where J is the flux of ionic species in mol/(m2 s), 
C is the concentration of ionic species in mol/
m3, V is the electric potential field in volt, D is 
the diffusion coefficient in m2/s, Z is the valence 
of ionic species, F is the Faraday constant, R is 
the universal gas constant, and T is the absolute 
temperature in Kelvin. Note that based on the 
Nernst–Planck equation (6.9), the second term on 
the right side acts as an external force that causes 
the movement of ions and results in changing 
ion concentrations across the membrane. The 
difference in ion concentrations results in lateral 
expansion and contraction of the biopolymer 
that consequently creates a mechanical pressure 
gradient due to ion diffusion from one side of 
the membrane to another side. This results 
in bending of the membrane. Now applying 

(6.9)J = −D

[

∇C +
ZF

RT
C∇V

]

,

a bending deformation induces ion diffusion 
across the membrane that results in a transient 
electric current in a short period of time 
(milliseconds) and also an electric potential 
across the electrodes plated on the IBMC. The 
exact mechanism that causes ion diffusion due 
to mechanical stimuli has been investigated by 
Porfiri [29] by considering the charge dynamics 
and micromechanics of ion diffusion in ion 
channels of a porous Nafion® membrane.

The electric potential between two electrodes 
lasts for a few seconds. Again, by using Eq. (6.3), 
the phenomenon can be described as follows: 
After moving cations to one side of membrane 
and generating an electric signal, a difference in 
ion concentration is created that causes ion diffu-
sion at the reverse side, and ions tend to distribute 
evenly across the membrane to maintain a more 
stable condition. This causes the induced electric 
potential to disappear after a few seconds.

6.4.3  Poisson–Nernst–Planck Equation 
for Charge Dynamics

The most general governing equations for 
charge kinetic of ionic polymers are the Poisson–
Nernst–Planck equations [53–56]. The equations 
are:

where c is the general local charge concentra-
tion, c+ is the local cation concentration, c− is the 
local anion concentration, ρ is the local charge 
density, and ε is the permittivity of the medium.

As generally the thickness of the polymer 
membrane is significantly smaller than the other 
two lateral dimensions, it is a reasonable 

(6.10)∂c

∂t
= D∇·

[

∇C +
ZF

RT
C∇V

]

,

(6.11)∇
2V +

ρ

ε
= 0,

(6.12)ρ = F(c+
− c−),
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assumption that the ion diffusion is dominant 
over the thickness of the membrane with respect 
to two other dimensions; so the only spatial 
dependence is on x (thickness across the mem-
brane). On the other hand, the ion species that 
contribute in transport phenomena are cations. 
Based on these assumptions, the one-dimen-
sional form of the Nernst–Planck equation for 
cation transport will be:

Because we are interested in the charge density 
dynamic of material to relate it to electric cur-
rent, we rewrite Eq. (6.10) in terms of ρ using 
Eq. (6.13), which gives us the following equation:

Since the anion concentration c− is fixed across 
the membrane thickness, we can expand 
Eq. (6.14) into following form:

After assuming that the nonlinear terms 
F

RT
∂ρ

∂x
∂V
∂x

 and F
RT

ρ ∂2V
∂x2  are much smaller than the 

linear terms, Eq. (6.15) becomes:

This equation is the linearized form of the 
Nernst–Planck equation for ionic polymers. 

The Poisson equation is now given by:

Substituting the electric field term from 
Eq. (6.17) into Eq. (6.16), we have the 
following Poisson–Nernst–Planck governing 

(6.13)
∂c+

∂t
= D

∂

∂x

[

∂c+

∂x
+

F

RT
c+

∂V

∂x

]

.

(6.14)
∂ρ

∂t
= D

∂

∂x

[

∂ρ

∂x
+

F2

RT

(ρ

F
+ c−

) ∂V

∂x

]

.

(6.15)

∂ρ

∂t
= D

[

∂
2
ρ

∂x
2

+
F

2

RT

(ρ

F
+ c

−
) ∂

2
V

∂x
2

+
F

RT

∂ρ

∂x

∂V

∂x

]

.

(6.16)
∂ρ

∂t
= D

[

∂2ρ

∂x2
+

F2

RT
c−

∂2V

∂x2

]

.

(6.17)
∂2V

∂x2
+

ρ

ε
= 0.

partial differential equation for the kinetics of 
charge transport:

where α =
DF2

RTε
c− and h is the thickness of the 

membrane.
This concludes the formulation of charge 

dynamics in chitosan/IPMC artificial muscles. 
This formulation indicates that the various 
dynamic phenomena in IBMCs are describable 
by well-known mathematical models.

6.5 CONCLUSIONS

The properties and characteristics of ionic 
biopolymer-metal nanocomposites as bio-
mimetic multifunctional distributed nanoac-
tuators, nanosensors, nanotransducers, and 
artificial muscles were discussed. Fundamental 
properties of biomimetic distributed nanosens-
ing and nanoactuation of ionic polymer-metal 
composites and IBMCs were elaborated on, and 
some recent advances in the manufacturing tech-
niques and 3-D fabrication of IBMCs were pre-
sented. Further, two modeling and simulation 
methodologies for actuation, sensing, and trans-
duction of IBMcs were described. Procedures 
on how biopolymers such as chitosan and per-
fluorinated ionic polymers can be combined 
to make a new nanocomposite with actuation, 
energy harvesting, and sensing capabilities were 
also described. The fundamental properties and 
characteristics of biopolymeric muscles as artifi-
cial muscles were presented. Two ionic models 
based on linear irreversible thermodynamics 
as well as charge dynamics of the underlying 
sensing and actuation mechanisms were also 
presented.

(6.18)
∂ρ

∂t
= D

∂
2
ρ

∂x
2

− αρ, 0 < x < h,
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7
Bioscaffolds: Fabrication  

and Performance

Prospectus
The fabrication of three-dimensional (3D) scaffold 
architectures that closely approximate or effectively 
mimic native tissue extracellular matrix (ECM) is 
essential for regenerative success. In tissue engi-
neering, native differentiable cells are incorporated 
into 3D scaffolds along with growth factors and 
other proteins. Materials used for the 3D scaffold 
construction must be biocompatible and bioresorb-
able to minimize adverse reactions during tissue 
regeneration. A 3D architecture is created by utiliz-
ing materials with specific surface properties, poros-
ity, mechanical strength, etc., to improve desired 
cell activity and enhance tissue growth. Ideal 3D 
scaffolds should also not only have hierarchical 
macroporous structures comparable to those of living  
tissue, but they should also have surface features on 
the nanometer scale to improve cell adhesion and 
accelerate cell in growth.

Keywords
3D scaffolds, Bioresorbable materials, Composite 
materials, Electrospinning, Extracellular matrix, 
Hydrogels, Injectable scaffolds, Nanofibers, Natural 
polymers, Peptides, Porogen, Porosity, Resorbable  
biomaterials, Surface modification, Self-assembly, 
Tissue-derived scaffolds, Tissue engineering

7.1 INTRODUCTION

Since its inception centuries ago, scaffolding has 
remained an indispensable practice in the field of 
construction. Soaring around the perimeter of 
unfinished skyscrapers or encasing recently 
erected houses, scaffolding is a fixture in metropo-
lises and suburban communities alike. These skel-
etal systems, typically composed of tubing affixed 
to wide planks, can be made from a variety of 
materials, though metallic components are often 
used. They function to critically support the safe 
and effective erection of edifices by allowing work-
ers to immediately retrieve building materials 
and access various parts of the evolving structure. 
The scaffold must be strong, durable, and able to 
withstand its environment for the duration of the 
task. Most important, however, the supporting 
network must be removed with no consequence 
to the recently formed or restored structure.

The principles underlying frameworks in con-
struction are analogous to those guiding scaf-
folding in tissue engineering and regenerative 
medicine. Support structures for regenerative 
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purposes must be able to withstand the physio-
logical stressors present in situ, allow cells to 
infiltrate the scaffold, and permit the exchange 
of nutrients and waste. The cells are comparable 
to workers, and the vasculature and extracellular 
matrix represent material stores enabling the 
cells to grow, proliferate, and produce tissue. 
Finally, as constructional scaffolds must be 
removed, biological skeletal aids must be 
resorbed by the body, leaving the newly formed 
tissue intact and functional [1, 2].

The advent of engineered scaffolding systems 
for medical use was prompted by the desire of 
surgeon J. P. Vacanti to address the critical short-
age of organ donors in the 1980s and 1990s. 
Regenerative strategies employing tailored scaf-
folds conceivably would remedy issues with 
grafts (autologous—from the same organism, 
allogeneic—from the same species, xenogeneic—
from a different species). Although researchers 
have made significant gains in refining tissue 
engineering scaffolding, very few have been 
clinically implemented [3]. Consequently, sub-
optimal treatments as gold standards of care still 
persist.

7.1.1  Limitations of Current Practices in 
Tissue Regeneration

More than 3 million musculoskeletal procedures 
are done annually in the United States; about 
half of these involve bone grafting with either 
an autograft or an allograft [4]. An autograft is 
tissue taken from a person and implanted else-
where in his body, whereas an allograft involves 
tissue borrowed from another person. As the 
gold standard of care for bone injuries, autografts 
account for the majority of the 500,000 bone-
grafting procedures performed annually in the 
United States and the more than 2.2 million per-
formed worldwide [5]. Bone autografts are ideal 
in their capacity to support new bone growth; 
however, grafts often lead to donor-site morbid-
ity and are limited in supply [5]. Moreover, the 

multiple surgeries involved with this procedure 
often lead to higher healthcare costs, prolonged 
recovery times, and an increased susceptibility 
to pathogens. To overcome these challenges, the 
development of tissue-engineered scaffolds is 
a primary objective for several researchers and 
medical practitioners around the globe. 

Improved treatments are also needed for 
anterior cruciate ligament (ACL) ruptures or 
tears. The ACL, one of four ligaments that aids 
in stabilizing the knee, functions to support and 
strengthen the knee while preventing excessive 
anterior motion [6, 7]. As a result of its posi-
tion, there is a relatively high incidence of ACL 
injuries, with an estimated 200,000 patients per 
annum being diagnosed with disrupted ACLs. 
The relatively high frequency of these ligament 
injuries is a direct result of athletes participating 
in high-risk sports such as basketball, football, 
and soccer. Although the current standard of 
care for ACL reconstruction—the use of auto-
grafts—is often successful, there are still signifi-
cant drawbacks to the procedure. The autograft 
tissue is typically taken from the patellar ten-
don, hamstring tendon, or quadriceps tendon. 
These tendons have limited availability and 
require multiple surgical procedures. Moreover, 
if allografts are employed, there is an increased 
likelihood of infection and transplant rejection 
[3].

Another prominent area of medicine in 
which inadequate care exists is in the treatment 
of coronary artery disease (CAD). It is esti-
mated that CAD accounts for approximately 
50% of the nearly 1 million deaths resulting 
from cardiovascular disease every year [8]. 
CAD involves the narrowing of arteries as a 
result of plaque, cholesterol, lipids, and other 
materials accumulating on the interior of arte-
rial walls. As the luminal space progressively 
narrows, oxygen is effectively prevented from 
reaching the heart. When the severity of the 
blockage renders angioplasty ineffective, grafts 
are often used to circumnavigate the occluded 
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region. The gold-standard therapy since 1968 
has been the autotransplantation of the great 
saphenous vein, a vein that runs along the leg. 
The veinal graft, however, has short-term 
patency (condition of not being blocked or 
obstructed) success, with 12–27% of grafts 
becoming occluded the first year of transplan-
tation and half of these occlusions occurring in 
the first month. Arterial grafts are preferred, 
given their long-term patency, but have limited 
use due to their insufficient availability, small 
diameter, and small length. Moreover, syn-
thetic grafts, typically polymeric, are rarely 
used because they have had limited success as 
large-diameter vessels [9].

7.1.2 Utilizing 3D Scaffolds

Tissue engineering, as it is currently understood, 
was conceived in the late 1980s and early 1990s 
[10, 11]. Since then, tissue-engineering strategies 
have expanded to include cells, genes, proteins, 
or other biomolecules. The bulk of a bioscaf-
fold comprises biocompatible and bioresorbable 
materials that are comparable in 3D structure 
to the tissue area to be regenerated. Whereas 
progress has been made in the engineering of 
bioscaffolds, biomimetic scaffolds are a prom-
ising class of materials that helps to rectify  
the deficiencies of the preciously cited surgical 
treatments. Biomimetic scaffolds are those that 
closely approximate native tissue in chemical 
composition, architectural intricacies, and/or 
mechanical integrity.

The improved efficacy that biomimetic scaf-
folds exhibit over traditional scaffolds is a 
direct result of optimally presented physical 
and biochemical stimuli. These stimuli serve to 
increase cellular-matrix interaction and pro-
mote cell growth, proliferation, and subse-
quently tissue formation. The most mimicked 
physiological structure is the extracellular matrix 
(ECM), which is composed of a hydrated pro-
teinaceous macromolecular network along with 

other macromolecules such as carbohydrates. 
Several research groups over the past two dec-
ades have demonstrated the benefits of using 
biomimicry [1, 12].

The ECM varies among tissue types but 
normally includes fibrillar collagens and elas-
tins, with diameters ranging from 10 to sev-
eral hundreds of nanometers. This network is 
covered with adhesive proteins such as 
laminin and fibronectin to provide sites for 
cell-adhesion molecules on the cell surface to 
interact with the ECM. The ECM also includes 
proteoglycans and glycoproteins—to fill the 
space between the fibers, act as a compression 
buffer against external stressors, and serve as 
a growth factor depot.

The benefits of harnessing biomimetic design 
in tissue engineering scaffolds and the mecha-
nisms of its potential therapeutic effect are 
explored throughout the literature [13–17]. 
Most prominently detailed is the effect that 
nanoscale topography has on cellular behavior. 
To create an optimized cellular microenviron-
ment conducive to the growth of tissues in 
natural form, biomimetic scaffolds with con-
trollable physical, mechanical, and biological 
properties are required. Several traditional 
techniques of creating porous 3D structures, 
including salt leaching, free-form fabrication, 
and gas foaming, and fairly new techniques, 
including electrospinning and self-assembly, 
have been used to create biomimetic 3D scaf-
folds. Older techniques result in macro- to 
micro-structured bioscaffolds, whereas later 
techniques result in micro- to nano-structured 
scaffolds.

The fabrication of hybrid 3D scaffolds by the 
merging of micro- and nanotechnologies is a 
promising alternative approach to designing 3D 
biomimetic scaffolds [14, 18]. Nanofibrous scaf-
folds are effective substrates for cell cultivation 
and the assembly of thin tissues on the surface. 
The limitation of tissue formation only on the 
surface is a result of the scaffold inhibiting 
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proper cellular infiltration to the core of the 
material. Hybrid scaffolds that consist of elec-
trospun nanofibers and 3D microprinted pores 
provide the necessary topography and the 
macroporous structure needed for more efficient 
tissue growth. Such 3D scaffolds improve cell 
entrapment and proliferation, promote better 
cell differentiation, and ultimately enhance tis-
sue regeneration.

7.1.3 3D Scaffold Requirements

Biomimetic 3D scaffold properties overwhelm-
ingly influence the ability of the structure to 
promote functional tissue growth. When scaf-
folding is employed as part of the regenerative 
strategy, there are requirements for several char-
acteristics. These characteristics include scaffold 
porosity, biocompatibility of scaffold constitu-
ents, appropriate time of degradation, suitable 
topographical features, ability to effectively 
encapsulate biomolecules and other therapeu-
tics, and mechanical strength. If one of these 
characteristics is neglected in engineering a scaf-
fold, there could be grave consequences for the 
material and the host.

The most important factor to consider is the 
material type that will comprise the bulk of the 
scaffold. Synthetic or natural polymeric materi-
als, ceramics, metals, allotropic carbon, or any 
combination of these are the most commonly 
used material types for constructing a bioscaf-
fold. The initial material selection affects all of the 
other physical properties of the scaffold and ulti-
mately its behavior in vivo. Because the aforemen-
tioned materials have both significant benefits 
and limitations, composite or blended materials 
are created to obtain desired properties.

Polymers provide great diversity in chemis-
try and in the physical properties they impart 
to the engineered scaffold. Common biode-
gradable synthetic polymers are polyesters 
such as polylactide (PLA), polyglycolide (PGA) 
and polycaprolactone (PCL), polyanhydrides, 

and polyorthoesters [19–22]. These synthetic 
materials can be converted into various geom-
etries with predictable and controllable tensile 
and compressive mechanical strengths by using 
different processing techniques such as casting, 
extrusion, or drawing. In addition to precise 
control over mechanical strength, synthetic 
polymers are also easily manipulated to pro-
duce desired degradation rates. Optimal scaf-
fold degradation allows the polymer support 
to subside as new tissue is formed, without 
comprising the stability of the healing site. Syn-
thetic polymers typically degrade by hydro-
lytic cleavage of the polymer chain. Various 
rates of degradation can be achieved by alter-
ing the backbone of the polymer. Thus, placing 
more hydrophilic groups will produce faster 
rates, whereas increasing the hydrophobicity of 
the macromolecular chain will lead to slower 
rates.

These synthetic materials, however, typically 
lack sufficient biological cues found in the natu-
ral extracellular matrix, often resulting in unfa-
vorable cell-material interactions. To overcome 
such biocompatibility problems, surface modifi-
cation and biofunctionalization techniques can 
be utilized. Some of these have been discussed 
in Chapter 8 by Vogler. An example is the graft-
ing of oligopeptides or oligosaccaharides to the 
surface of the scaffold, thereby making the struc-
ture more amenable to the host. If greater 
mechanical strength is required, as with hard, 
calcified tissues, inorganic materials such as tri-
calcium phosphate or hydroxyapatite may be 
mixed with the polymer [23–26].

Natural polymer-based scaffolds have also 
garnered attention because of their proven bio-
compatibility and ability to enhance cell adhe-
sion and proliferation [27–29]. Collagen, gelatin, 
hyaluronan, chitosan, silk, and alginate are 
among some of the most commonly used natu-
ral polymers in tissue engineering [30, 31]. Uti-
lizing these natural polymers, especially those 
derived from animal tissues, plants, and 
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crustacean shells, may provide unlimited mate-
rials for making 3D scaffolds.

Despite the advances made with these mate-
rials, the majority of them cannot match the 
performance of autografts. Natural polymer-
based 3D scaffolds have shown good tissue 
biocompatibility and produce safe degradation 
products but are mechanically weak, have fast 
and uncontrollable degradation rates, require 
immunosuppressive drugs, and retain batch-
to-batch variation of physico-chemical proper-
ties. Synthetic materials typically have the 
advantage of being readily available, eliciting 
a limited immune response, and being pro-
duced with highly specific degradation rates. 
However, they lack cell-recognition signaling 
and release acidic by-products during degra-
dation, leading to local inflammation [32]. 
Hybrid biomaterials that combine the favora-
ble biological properties of natural polymers 
and mechanical properties of synthetic poly-
mers represent a potential approach to enhance 
the properties of tissue engineering scaffolds 
[33–36].

Control of pore size and pore interconnectiv-
ity in a 3D scaffold are important considera-
tions also. Although specific means to control 
porosity are mentioned in Section 7.2 for each 
fabrication technique, in general porosity is 
controlled through varying processing param-
eters. Pores allow effective transport of nutri-
ents to regions throughout the bioscaffold as 
well as removal of waste from various regions 
of the bioscaffold. However, the porosity and 
mechanical strength of the material must be 
optimized to ensure that the bioscaffold is nei-
ther too brittle nor too dense. Optimal pore 
diameters are also needed to ensure that desired 
cellular behavior is achieved. Cells must main-
tain communication with one another and infil-
trate the bioscaffold to its core, a necessary 
event for proper tissue formation.

The last issue to consider is the topographi-
cal features of the bioscaffold. Nanoscale 

features located uniformly on a bioscaffold will 
aid in proactively directing cellular arrange-
ment [14, 37]. Biomechanical cues can be trans-
mitted to cells via micro- or nanoscale substrate 
topography. Morphological and functional 
changes have been observed for various types 
of cells, including mesenchymal stem cells 
(MSCs), when cultured on substrates with 
micro- or nanoscale topographical features 
such as fibers, pillars, grooves, or pits [38–42]. 
A variety of techniques can achieve nanoscale 
surface roughness, such as embedding nanofib-
ers into a solid matrix, electrospraying onto a 
scaffold, and physically and chemically etching 
[43–45].

This chapter focuses on the fabrication and 
use of nanostructured materials as 3D biomi-
metic scaffolds for tissue regeneration. We 
also mention various techniques used to create 
micro/nanoporous structures for tissue 
regeneration.

7.2 FABRICATION OF 3D 
BIOSCAFFOLDS

In living tissues, cells reside in a 3D, cushioned 
ECM network and are protected from external 
mechanical stress [46, 47]. The ECM also pro-
motes cellular functions such as cell adhesion, 
migration, proliferation, and differentiation due 
to molecular interactions between specific cell 
membrane receptors and signaling cues from 
the ECM [14, 40, 48]. Therefore, as previously 
mentioned, the architecture of scaffolds should 
mimic the natural ECM and instruct cellular 
behavior while adequately housing the cells. 
Although enormous progress has been made in 
designing tissue engineering scaffolds using a 
variety of materials and various processing con-
ditions, more research remains to be done. Table 
7.1 summarizes some of the commonly used 3D 
scaffold fabrication techniques. In the follow-
ing section, we discuss several representative 
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TABLE 7.1  Summary of fabrication techniques for porous 3D bioscaffolds.

Fabrication Techniques Process Description References

Conventional scaffolds

Salt-leaching method  (i) Insoluble (porogen) particles are added to a polymer solution
 (ii) Solution is cast into a mold and the solvent allowed to evaporate
(iii) Matrix is then placed in solvent to dissolve porogen particles

49–51

Gas-foaming method  (i) CO2 and a polymer are placed in a chamber and the pressure 
increased until the two are miscible

 (ii) The pressure is lowered and the gas particles begin to cluster
(iii) Pores form as gas evolves
(iv) Often combine with particle-leaching step

52,53

Textile fiber-bonding method  (i) A fiber mesh is submerged into a polymer solution or placed in a 
mold and a polymer solution is poured into the mold

 (ii) The solvent is allowed to evaporate and the polymers are heated 
to the melting point of the fiber mesh to create welded points

(iii) The non-fiber polymer is selectively dissolved and the bioscaffold 
is vacuum dried

54, 55

Solid free-form fabrication  (i) Computer-aided design (CAD) tools are used to produce a digital 
representation of the desired bioscaffold

 (ii) Polymeric material is then deposited in a layer-by-layer manner to 
produce the bioscaffold

50, 56, 57

Hydrogels  (i) Natural or synthetic hydrophilic polymers are placed in aqueous 
solution

 (ii) Chemical or physical crosslinks are used so the polymer does not 
dissolve

58, 59

Nanofibrous scaffolds

Electrospinning  (i) A high voltage is applied to a polymer solution
 (ii) A stream forms if there is sufficient chain entanglement
(iii) Fibers are deposited onto grounded collector of variable geometries

60–62

Thermally induced phase 
separation

 (i) A polymer solution is frozen
 (ii) The polymer and solvent phases separate at lower temperatures
(iii) The solvent phase is evaporated through lyophilization

12, 43

Self-assembly  (i) Amphiphilic molecules, typically peptides, are placed in aqueous 
solution

 (ii) Hydrogen bonding, ionic, electrostatic, hydrophobic, and van der 
Waals interactions can cause the molecules to form fibers

63, 65

Special scaffolds

Native tissue derived  (i) Allogeneic or xenogeneic tissues are processed in proprietary 
ways to leave fibrous protein and carbohydrate ECM

 (ii) Other chemical and physical modifications are made to ensure 
bioscaffold’s stability in vivo

66, 67

Injectable scaffolds  (i) Prepare hydrogel or ceramic solution
 (ii) Add cells and other material

68, 69

Inorganic ceramics/ 
composites

 (i) Gas-foaming, free-form fabrication techniques 70–72
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processes used to produce the various types of 
3D scaffolds by traditional and recently devel-
oped fabrication techniques.

7.2.1 Conventional Scaffolds

Several conventional techniques used to produce 
porous scaffolds, including the salt-leaching  
and gas-foaming methods, have been used to 
introduce open pore structures and intercon-
nected channels within bioscaffolds. Pores are 
important to increase the viability of seeded or 
injected cells within the scaffolds [73–76]. These 
traditional techniques for preparing 3D scaf-
folds are straightforward, cost-effective, and 
easy to scale up [77, 78].

7.2.1.1 Salt-Leaching Method
Salt-leaching is a simple processing technique to 
produce 3D biomimetic scaffolds. This method 
involves making a polymer/organic solvent 
solution and incorporating porogen particles, 
which are insoluble in the organic solvent. The 
solution is then cast into a mold of the desired 
shape, and the solvent is evaporated away. After 
the solvent completely evaporates, the final step 
is to dissolve the porogen particles in an aque-
ous solution [49, 50]. The resulting structure has 
significant porosity as a result of the void spaces 
left by the dissolved porogen particles. Typi-
cally, the porogen is a salt granule or particle.

As with all techniques, there are advantages 
and disadvantages in using this method. One 
of the main advantages is that porosity and 
pore size can be effectively controlled. Materi-
als with porosity levels up to 90% and pore-size 
diameter ranging from 100 to 700 μm have been 
reported using the salt-leaching technique. The 
porosity is given by volume fraction occupied 
by leachable particles. The pore size and pore 
shape can be modified independently of the 
porosity by varying the leachable particles’ 
characteristics (i.e., size and shape) [51, 79, 80]. 
Another advantage of using the salt-leaching 

method is that it is one of the more convenient 
and straightforward methods for preparing 
porous 3D scaffolds. The technique involves a 
minimal number of steps and only requires 
basic laboratory methods.

One of the major drawbacks to salt leaching 
is that it only produces thin membranes with a 
dense surface skin. Moreover, the bioscaffold 
might contain residual salt particles used during 
the process. This could negatively impact cell 
behavior and ultimately tissue growth. In addi-
tion to residual salt or other particles remaining 
on the scaffold, there is often incomplete removal 
of the solvent during the drying process. Another 
disadvantage of this method (and other meth-
ods employing polymers) is that some of the 
polymers degrade into acidic by-products. 
These acidic degradation products could poten-
tially have negative effects on cell adhesion and 
growth [50]. Finally, another potential drawback 
to the salt-leaching technique, especially for 
bioscaffolds needing lower porosity levels, is the 
lack of interconnectivity between pores. Salt 
particles that are not in contact with other par-
ticles lead to insufficient pore interconnectivity 
and often become trapped in the polymer scaf-
fold [51].

To ameliorate the aforementioned problems, 
researchers have investigated means to make 
the process more benign. One method that has 
been employed is the use of melt polymer solu-
tions for the solvent-casting stage, as opposed to 
using a polymer solution with harsh organic 
solvents. The melt-molding step consists of mix-
ing the polymer powder with salt particles and 
melting the mixture [81]. The melting step elimi-
nates the need for organic solvents, thereby pre-
venting the possibility of the scaffold containing 
residual solvent and harming cells or tissue.

In an attempt to create better interconnectiv-
ity between pores and to increase the channel 
size between pores, a method where by salt par-
ticles are partially merged has been proposed. 
This method involves merging salt particles 
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using moisture or using heat to merge sugar 
particles or paraffin spheres. By merging the 
porogen material, the probability of isolated 
particles remaining in the polymer mixture is 
significantly reduced. Moreover, cellular com-
munication and the exchange of nutrients and 
waste should be improved with better intercon-
nectivity between pores [81].

7.2.1.2 Gas-Foaming Method

The gas-foaming method has been demonstrated  
to produce effective bioscaffolds for tissue engi-
neering applications [53, 79, 82, 83]. This method 
takes advantage of a gas at high pressure to pro-
duce a porous structure instead of the harsh sol-
vents often used in particle-leaching methods. 
The gas-foaming method begins by placing a 
material, typically polymeric, in a chamber with 
a gas such as CO2 and increasing the pressure 
to the point where the gas becomes sufficiently 
soluble in the polymeric solid phase. This effec-
tively saturates the polymer with the gas. The 
pressure is then lowered to the ambient pres-
sure to induce thermodynamic instability of the 
gaseous phase. The gas begins to phase separate 
from the polymer, and in an effort to minimize 
free energy, the gas molecules begin to cluster 
and cause pore formation. The pores grow by 
the gas molecules diffusing to the pore nuclei. 
The resulting structure is highly porous, but is 
primarily a closed-pore structure because of the 
rapid depletion of the gas between pores [52, 79]. 
The process is limited in its ability to produce 
consistently repeatable results. Pore formation 
does not occur in a predictable manner each 
time the technique is used.

To create better interconnectivity between 
pores in the gas-foaming method, this technique 
has been combined with the salt-leaching 
method. The hybrid technique first creates a 
composite of the polymer with a porogen. The 
composite is then placed with a gas in a high-
pressure environment to allow the polymer and 
gas to mix. The pressure is then decreased to the 
ambient pressure, and the gas molecules create 

pores within the structure. Finally, the scaffold 
is submerged into deionized water (or some 
other solvent) to dissolve the porogen particle, 
creating more pores and enhancing pore inter-
connectivity [52].

Scaffolds produced using either the gas-foaming  
method or the hybrid method have been shown 
to support cellular functions critical for tissue 
regeneration [52]. These scaffolds have also been 
used for concomitant release of various biomol-
ecules and small molecules in addition to struc-
turally supporting tissue growth [52].

7.2.1.3 Textile Fiber Bonding

To produce fibrous 3D scaffolds with good 
mechanical properties, textile fiber bonding may 
be employed. Fiber-bonded structures have 
been shown to perform better than other materi-
als in withstanding the in-situ stressors experi-
enced during tissue growth [54].

Textile fiber was developed in 1993 by Mikos 
and colleagues [55]. The process was initially 
described in a series of steps that include the 
formation of a composite material of nonbonded 
fibers embedded in a polymer matrix, subse-
quent thermal treatment of the matrix, and 
finally, selective dissolution of the matrix. The 
nonbonded fibrous mesh is created by isolating 
fibers from a thicker multi-lamellar mat. This mat 
is then either submerged into another polymer 
solution, thereby ensuring the fibers are immis-
cible in the second polymer solution, or the fibers 
are placed into a mold and the other polymer 
solution is allowed to fill the remaining mold 
volume. After the solvent evaporates, the com-
posite is heated to a temperature above the melt-
ing point of the polymer that comprises the fiber 
network to form welded points at the crosspoints 
of the fiber mesh. Finally, the non-fiber polymer 
is selectively dissolved using a solvent that is 
immiscible with the fiber network. The resulting 
fiber matrix is then vacuum-dried to completely 
remove solvents [55].

Two prominent drawbacks of the fiber-bonding  
technique include the inability to control pore 
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size and the technique requires harsh solvents. 
As previously mentioned, harsh solvents and 
inadequate pore size could render the scaffold 
ineffectual for tissue engineering purposes.

7.2.1.4  Rapid Prototyping/Solid Free-Form 
Fabrication

Rapid prototyping is another technique to cre-
ate porous 3D scaffolds. This method involves 
using computer-aided design tools to pro-
duce a digital representation of a bioscaffold. 
A depositor then layers polymeric or other 
material types to exactly replicate the desired 
shape. Layer-by-layer assembly, discussed  
in Chapters 3 and 11, allows for the exact 
control of morphological characteristics and 
ultimately the mechanical properties of the 
bioscaffold. The researcher easily controls 
pore location and size as well as surface  
characteristics of the scaffolds to ensure scaf-
fold success as a regeneration vehicle. More-
over, the predictability of the rapid prototyping 
method allows for consistent reproduction of 
various scaffold types with complex shape, 
size, and other physical requirements [50, 84].

There are several variants of the rapid proto-
typing method; however, all variants are catego-
rized by whether they use direct or indirect 
fabrication of the scaffold and whether they 
employ the melt-dissolution deposition (MDD) 
technique or the particle-bonding technique 
[56]. The direct fabrication methods that use the 
MDD technique are fused deposition method, 
3D fiber-deposition technique, precision extru-
sion deposition, precise extrusion manufactur-
ing, low temperature deposition, multi-nozzle 
deposition, pressure-assisted microsyringe, rob-
ocasting, 3D bioplotter, and rapid prototyping 
robotic dispensing system [56]. In general, MDD 
methods involve extruding a strand of material 
through a small opening in a lateral direction 
onto previous strands. The melted material 
eventually solidifies and remains attached to the 
preceding layer. By controlling the spacing 
between adjacent strands of polymeric material, 

pore size is controlled in the horizontal plane. 
For manipulation in the vertical plane, strands 
are placed at varying angles to achieve specified 
pore dimensions [56].

A representative MDD method is the fused 
deposition method (FDM). It begins with feed-
ing a strand of material into a liquefier. After 
melting, the material is extruded as a series of 
layers. The environment is controlled to main-
tain proper contact between layers. The subse-
quent scaffold has a honeycomb structure with 
channel diameters in the hundreds of microm-
eters. FDM has also produced scaffolds with 
polymeric and ceramic components for 
mechanical strength and scaffolds that support 
the growth and proliferation of various cell 
types [56].

A limitation of FDM is that the material being 
fed into the liquefier has to be of a specific diam-
eter and possess certain material properties to 
physically fit through the rollers and nozzle. 
Most natural polymers cannot be used with the 
FDM because of the high operating tempera-
tures required to melt them and produce strands. 
The inability to incorporate natural polymers 
limits the potential biomimicry of the scaffold. 
Finally, the ability to achieve sufficient micropo-
rosity is inhibited by the deposition of dense 
filaments.

To remedy these deficiencies, various modifi-
cations of the FDM have been employed. Newer 
methods that eliminate the need for a precursor 
filament produce scaffolds with sufficient poros-
ity and allow for the incorporation of biopoly-
mers and biomolecules through lower processing 
temperatures [56, 85]. Moreover, methods have 
been developed to significantly reduce the reso-
lution of the scaffold, producing filaments that 
are in the tens of micrometers in diameter [56]. 
Another development with deposition methods 
is the ability to create hydrogel materials with 
well-defined pore structures. These hydrogels 
could provide the softer scaffolds needed for the 
regeneration of soft tissues, along with other 
scaffold properties [57].
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The other class of rapid prototyping methods, 
particle-bonding techniques, imparts advanta-
geous features to the resulting bioscaffold. In gen-
eral, particle-bonding techniques involve the 
selective bonding of particles into a thin 2D layer. 
These 2D layers are then bonded one by one to 
produce the desired 3D structure. Various sol-
vents have been used to bind the layers, including 
water with complex sugars [56] and organic sol-
vents with synthetic polymers [56]. The technique 
gives rise to macroporous and microporous struc-
tures, but the extent of the micropores is limited 
by the size of polymer granules in the powder. 
The primary advantage of particle-bond methods 
over melt deposition methods is that the powder 
causes the scaffold to have a rough exterior, which 
has been shown to promote cell differentiation, 
growth, and proliferation [56]. Particle-bonding 
techniques also do not use heat, which allows for 
various material types to be used.

The final rapid prototyping methods are 
indirect methods. They take advantage of a 
mold to produce a 3D porous scaffold. Indirect 
methods involve casting material into a mold 
that will create desired external and internal 
structures. These methods are useful because 
they require less raw material and a variety of 
material blends can be accommodated. The 
original material properties are maintained 
throughout processing of the 3D scaffold. Ade-
quate microporous and macroporous structures 
are produced [56, 83, 86].

7.2.1.5 Hydrogels
Hydrogels represent the final class of 3D bioscaf-
folds discussed in this survey. Hydrogels are 
ubiquitous in tissue engineering because they 
closely approximate the ECM. These bioscaf-
folds can be synthesized from a variety of mate-
rials, are highly biocompatible owing to their 
large water content (ranging between 70% and 
90%), are processed under mild conditions, and 
can be augmented to achieve desired mechani-
cal properties.

Hydrogel matrices are formed from a variety 
of synthetic and natural hydrophilic polymers as 
well as polymeric blends. The most common syn-
thetic polymers used include polyvinyl alcohol 
(PVA), polyethylene glycol (PEG)/polyethylene 
oxide, and poly-2-hydroxyethyl methacrylate. 
Some natural polymers used to create hydrogels 
are chitosan, alginate, hyaluronic acid, and 
 collagen [87–90].

The chosen material can significantly 
improve the function of the scaffold. To prevent 
dissolution of the hydrophilic polymer, 
crosslinking methods are needed. Some poly-
mers used for hydrogels are charged, which 
serves to create a physical crosslink between 
oppositely charged macromolecules. Chemical 
methods involve covalently attaching a linker 
molecule to polymer chains and then reacting 
the chain-molecule complex with other macro-
molecular chains. Hydrogels can also be formed 
by polymerizing monomers in the presence of 
water [58, 87–90].

The mechanical properties of hydrogels are 
enhanced through the use of ceramics and 
other blends. To make the scaffold more ame-
nable to cell adhesion, given its smooth topog-
raphy, a variety of peptide moieties may be 
attached to the polymer. The RGD (arginine, 
glutamic acid, aspartic acid) amino-acid 
sequence is among the oligopeptides used to 
mimic adhesion proteins that interact with cell 
surface receptors. Control over hydrogel poros-
ity influences diffusion of material in and out 
of the scaffolds and dictates the ability of cells 
to infiltrate the scaffold [59]. For better control 
over hydrogel porosity, 3D printing techniques 
involving liquid-liquid bonding have been 
used [91, 92].

7.2.2 Nanofibrous Scaffolds

Once used almost exclusively for textiles, 
nanofibers, designated by the National Science 
Foundation as fibers with diameters of 100 nm 
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or less [93], are 3D materials with expanding 
interest for a variety of uses. Currently, these 
nanostructures are employed for applications 
ranging from fuel and energy storage to water 
filtration and electronic devices. This boom in 
nanofiber utilization over the past decade is 
directly related to Reneker’s work [61, 94–96], 
which repopularized electrospinning, a com-
mon technique for fiber formation that is dis-
cussed in depth later.

The ubiquity of the fibers can also be attrib-
uted to their physical properties and facile 
adaptability. Specifically, nanofibers have a 
high surface-area-to-volume ratio, elasticity, 
and superior strength. In addition, nanofibers 
offer considerable flexibility in the materials 
that can be utilized for their fabrication. 
Nanofibers can be constructed from synthetic 
and natural polymers, allotropic carbon, and 
hybrids/composites made by combining two  
or more polymers or mixing with metallic or 
ceramic components.

Further physical modifications of fibers 
include axial alignment of fibers, fiber diameter 
manipulation, and tuning of the bioactivity of 
the structures [97]. Typical chemical manipula-
tions involve the reaction of a functional group 
on the polymer backbone with another molecule 
to produce the desired functionality of the fib-
ers. Furthermore, a variety of manufacturing 
processes can be used to create nanofibers. These 
include electrospinning, self-assembly, phase 
separation, templating, extraction, and polym-
erization techniques [61, 94–100].

Given nanofibers’ pliancy in processing and 
achievable conformations, these nanostructures 
are prime candidates for tissue engineering use. 
The nanofibers provide multifunctional 3D sub-
strates needed to heal and restore tissue func-
tion in a timely manner. The three prevalent 
fabrication techniques for nanoscale fibers in 
tissue engineering and regenerative medicine 
are electrospinning, phase separation, and self-
assembly [12].

7.2.2.1 Electrospinning Technique
Electrospinning is a widely used technique to pro-
duce fibers in the nanoscale. In 1934, Formhals 
was the first to publish a work concerning the 
electrospinning process. He described it as a 
method to produce thin polymer filaments by 
exploiting electrostatic repulsions between sur-
face charges. He also gave a rigorous description 
of the apparatus he used to create the polymer 
filaments. As previously mentioned, however, 
the increased popularity in the use of electrospin-
ning for producing nanofibers for tissue  
engineering and other applications was sparked 
by Reneker in the early 1990s [61, 62]. Prior to 
Reneker’s work, the effect of fiber diameter on 
the performance and manufacturing of more 
complex fibrous structures was known, but the 
practical generation and implementation of 
nanoscale fibers were limited [101]. During the 
early 1990s, the technique would also assume its 
current appellation, becoming a portmanteau of 
the words electrostatic and spinning [60]. This 
technique remains viable primarily because of its 
simplicity.

The electrospinning process involves apply-
ing a voltage, typically 1–30 kV, to charge a poly-
mer solution (or melt) loaded into a syringe 
(Figure 7.1). This high applied voltage causes the 
polymer solution to be sufficiently charged, and 
the induced charge distributes evenly through 
the surface. At this point, the solution experi-
ences electrostatic repulsion forces from the sur-
face charges and Coulombic forces exerted by 
the external electric field [60]. When the electro-
static repulsion forces combined with the  
Coulombic force are sufficient to overcome the 
surface tension of the solution, a stream erupts 
from the deformed droplet, known as a Taylor 
cone, at the end of the nozzle. If the cohesion is 
sufficient, then the stream is elongated and even-
tually deposited onto a grounded collector plate. 
If cohesion or chain entanglement is not suffi-
cient, then electrospraying or droplet formation 
usually occurs. Jet elongation happens during 
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the stream’s travel toward the collector. During 
its flight, the jet undergoes a stretching and 
whipping process to draw the fiber into an 
ultrafine long filament. The solvent simultane-
ously evaporates and the fibers are deposited on 
the grounded collector, thereby creating a non-
woven, randomly aligned fibrous mat [60].

The parameters chosen during electrospin-
ning greatly influence the collected fibers. These 
parameters are typically divided into three cat-
egories: polymer parameters, polymer solution 
parameters, and parameters of the apparatus. 
The type of polymer used and its physical prop-
erties greatly affect the nanofibers. These proper-
ties include the molecular weight, the molecular 
weight distribution, and the branching of the 
polymer [12]. Solution properties found to have 
an integral role in fiber formation include viscos-
ity, polymer concentration, conductivity, and 
surface tension. Important apparatus parame-
ters are applied flow rate, voltage, distance from 
syringe needle tip to collector, type of collector 
and whether it is static or dynamic, the type of 
needle used, and the ambient conditions during 
electrospinning [61, 94–96].

One of the most studied dependent properties 
of the fibers is the fiber diameter. Several research-
ers have attempted to sum up the effects of the 
many independent variables of electrospinning 

on fiber diameter into a succinct mathematical 
model. Rutledge et al. [102] developed a mathe-
matical model that related surface tension γ, 
static relative permittivity ǫ,  flow rate Q, current 
carried by the fiber I, and the ratio of initial jet 
length to the nozzle diameter χ to fiber diameter 
d as follows:

This equation was derived by fitting an exponen-
tial model to empirical data. According to this 
equation, increasing the current-carrying capa-
bility of fibers by adding more conductive mate-
rials to the polymer solution will significantly 
reduce fiber diameter [62]. It is also possible to 
reduce fiber diameter by manipulating other 
independent variables such as a reduction in 
either the flow rate Q or the nozzle diameter γ.

Another model relates fiber diameter to the 
molecular weight of the polymer and the con-
centration of the polymer in the spinning solu-
tion. It also uses the dimensionless parameter 
called the Berry number B. The Berry number is 
the product of the intrinsic viscosity η and poly-
mer concentration C, i.e.,

(7.1)d =

[

γ ǫ
Q

2

I2

2

π(2lnχ − 3)

]1/3

.

(7.2)B = ηC.

FIGURE 7.1 Schematic of an electrospinning setup.
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The Berry number has four distinct domains. 
According to the value assigned to B of a poly-
mer, a researcher can determine the likelihood 
the polymer will produce nanofibers [62]. 
Region I, where B < 1, is representative of a 
very dilute polymer solution with limited 
chain entanglement. This results in only poly-
mer droplets being formed. In Region II, 
1 < B < 3, the fiber diameter increases within the 
range of 100–500 nm as B increases. This region 
is indicative of molecular entanglement that is 
just sufficient for fiber formation. Although 
fiber formation is observed, there is still some 
droplet formation as a result of polymer relax-
ation and surface tension. In Region III, 3 < B < 4, 
the fiber diameter increases rapidly with B and 
is in the range of 1,700–2,800 nm. The rapid 
increase in fiber diameter is attributed to the 
intensive molecular entanglement resulting in 
an increase in polymer viscosity. The conse-
quence of increased polymer viscosity also 
means that a higher electric field is required to 
produce fibers. Finally, in Region IV, where 
B > 4 and there is significant chain entangle-
ment within and among chains fiber diameter 
is more dependent on the applied voltage/
electric field and other process parameters 
than it is on B [62].

The two quantitative models for calculating 
fiber diameter are a sampling of what research-
ers have produced thus far, with more complex 
examples existing. They serve as a suitable start-
ing point for researchers, suggesting parameter 
boundaries to achieve desired fibers. There are 
also numerous other variations that can be made 
to electrospinning parameters to engineer 
favorable fibers.

7.2.2.1.1  Electrospinning for uniaxially aligned 
nanofibers

Aligning nanofibrous arrays is useful for a vari-
ety of purposes. When fibers are used to impart 
additional mechanical integrity as a composite 
component, control of the alignment dictates the 
degree of structural support the fibers provide. In 

the areas of tissue engineering and regenerative 
medicine, aligned fibers can serve as a physical 
guide for cellular growth, influence cell adhesion, 
and modulate cellular patterns found in native 
tissue [103]. They are particularly useful when 
employed to regenerate tissues that require direc-
tional recruitment and assembly of cells, for 
example, in neural tissue engineering. Cooper  
et al. [103] demonstrated the benefits of aligned 
chitosan-PCL fibers over films and randomly ori-
ented fibers of the same materials in promoting 
the attachment and proliferation of Schwann 
cells, which are important cells of the peripheral 
nervous system. The aligned fibers induced 
 cellular responses as a result of topographical 
and chemical cues for the modulation of neurite 
outgrowth [104].

One way to fabricate uniaxially aligned 
nanofibers or parallel arrays of fibers is to use a 
rapidly rotating drum or cylinder as the collec-
tor. The rotating collector forces fibers to align 
in a perpendicular orientation to the axis of rota-
tion of the drum. This method, however, only 
produces partially aligned fibers [62]. To improve 
alignment, researchers modified the drum by 
adding a sharp edge.

Another method to fabricate aligned fibers is 
to use a pair of split electrodes [60]. Two conduc-
tive strips separated by a gap of up to several 
centimeters allow for the synthesis of aligned 
nanofibers in the gap. Researchers believe that 
the insulating gap alters the electrostatic forces 
acting on the fibers in the gap. As a result, elec-
trostatic forces act in opposing directions and 
fibers are stretched, aligning themselves perpen-
dicular to the edge of the gap. The electrostatic 
repulsion between deposited fibers can further 
enhance the alignment of the collected fibers. 
This technique can also be used to readily stack 
the aligned fibers into films or mats for practical 
applications [105].

The overarching concept governing the previ-
ously described methods to fabricate aligned fib-
ers is the ability to control the electric field. Some 
researchers have modeled the dominant role of 
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the electric field in controlling the trajectory of 
the fiber and ultimately its collection. Manipula-
tion of the field, either through the applied volt-
age or by the type of collector used, provides the 
proper fiber geometry for the application.

7.2.2.1.2 Blend and composite nanofibers

As with other fabrication techniques, composites 
and blend systems can be created to enhance the 
biocompatibility and structural properties of 
nanofibrous scaffolds. Blend nanofibers incorpo-
rate two or more polymers into a single solution 
that can be electrospun. Figure 7.2 shows one 
example, developed by Cooper et al. [106], of 
polyblend nanofibers of PCL-chitosan for the 
application of skeletal muscle tissue reconstruc-
tion. The combinations of polymeric materials 
provide increased structural support, enhanced 
biocompatibility, and desired degradative prop-
erties. The material choice is critically important 
in engineering fiber scaffolds with suitable phys-
icochemical properties. Synthetic polymers are 
widely used because of their uniformity (physical 

and chemical properties) and because they are 
consistently reproduced. Some synthetic poly-
mers commonly used in tissue engineering appli-
cations are PCL and poly-lactide-co-glycolide 
acid (PLGA). For nanofibrous scaffold produc-
tion, these polymers are particularly suited 
because they easily form nanostructures from 
electrospinning, and like many other polymers, 
they degrade via hydrolysis of their ester linkage. 
However, this degradation often occurs at an 
unfavorably slow rate. To rectify this issue, poly-
mers such as PCL, with good mechanical integrity 
but inherent hydrophobicity, can be altered with 
natural or more hydrophilic synthetic polymers 
to produce structurally sound and biocompatible 
scaffolds. Several research reports have been pub-
lished showing the ability of PCL and a naturally 
occurring polymer to form blended copolymeric 
nanofibrous structures [35, 106–110].

The resulting fiber morphology appeared to 
be smooth, and fibers had a mean diameter of 
approximately 100 nm, a result researchers attrib-
ute to the solvent system used. Contact angle 

FIGURE 7.2 Electrospun composite nanofibers for a skeletal muscle tissue reconstruction application. Confocal micros-
copy images showing immunocytochemistry analysis of actin (left column, green) and myosin heavy chain (MHC) (middle 
column, red) expressed by muscle cells grown on chitosan-PCL randomly oriented and aligned nanofibrous scaffolds after 
culture in fusion media for five days. The merged images with nuclei stained with DAPI (blue) are shown in the right 
column. SEM images showing the morphology of chitosan-PCL nanofibers. Scale bars represent 40 μm for cell/nanofiber 
structures and 20 μm for SEM images. Reprinted with permission from Ref. 106; copyright 2012 Royal Society of Chemistry. 
(For interpretation of the references to color in this figure legend, the reader is referred to the Web version of this book.)
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measurements were used to determine the rela-
tive hydrophilicity of the scaffolds. The blend 
scaffold of chitosan and PCL was shown to 
exhibit a significant decrease in hydrophobicity 
and degradation rates compared to the pure PCL 
fiber scaffold. The blend fibers were also opti-
mally mixed to produce the most bioactive struc-
tures, resulting in a larger percentage of chitosan 
being used to sustain cells more favorably.

Studies have also been conducted demon-
strating that optimizing biocompatibility does 
not cause severe losses of mechanical integrity 
[111]. The natural polymer chitosan was again 
combined with the synthetic polymer PCL. The 
ultimate goal was to produce a synergistic blend 
of the two polymers that had the mechanical 
integrity of PCL and the biocompatibility and 
bioactivity of chitosan.

Composite nanofibers are a product of ceram-
ics or metals added to polymers to increase fiber 
mechanical properties and enhance bioactivity. 
Hydroxyapatite or some other form of calcium 
phosphate or bioglass is a commonly used 
ceramic in bioscaffolds because of its chemical 
similarity to natural mineral components. The 
increased osteoconductivity, the ability to sup-
port bone formation, obtained by adding ceram-
ics aids in the formation of natural bone. 
Although it is simple to add the mineral compo-
nent to the polymer solution to be electrospun, 
this typically results in the mineral being embed-
ded or encapsulated in the fibers, rendering it 
ineffective. To remedy this problem, several 
researchers have deposited the mineral on the 
fibers as a post-fabrication treatment. Incubation 
in simulated body fluid allows the pores and 
fiber surfaces to get sufficiently covered in min-
erals; this process can take several hours to 
weeks. To shorten the time it takes to mineralize 
a scaffold, electrodeposition technology was 
used to coat the fibers, accomplishing minerali-
zation in less than an hour. The resulting fibers 
had the same morphology compared to simu-
lated body fluid (SBF) incubated fibers as well 
as similar mechanical strength [43].

7.2.2.1.3 Centrifugal electrospinning

Centrifugal electrospinning is another modified 
electrospinning technique that produces highly 
aligned nanofibers. This process involves load-
ing a spinneret and nozzle onto a circular disk 
that is attached to a rotating axle. A metallic 
cylindrical shell is then placed around the disk 
and grounded to serve as the collector. Centrifu-
gal action on the polymer solution provides a 
uniform distribution of stress, which stretches 
the polymer into a long fiber if the solution 
viscosity is ample. This process also allows 
lower-molecular-weight polymer solutions to 
be electrospun.

Polymer solution viscosity is a result of the 
friction between polymer chains. The frictional 
forces are dependent on the speed of the centri-
fuge: as the speed increases, the frictional force 
increases and consequently the solution viscos-
ity increases. The electrocentrifugal technique 
produces fibers that are better aligned compared 
to electrospinning, due to its ability to reduce 
the bending stability of the polymer jet. These 
fibers, however, exhibit only marginal improve-
ments to mechanical properties [112].

7.2.2.1.4 Coaxial electrospinning

Coaxial or core-shell electrospinning is another 
common modification to the traditional electro-
spinning technique to obtain multifunctional 
nanofibrous scaffolds. The fibers can be spun 
from many different polymers and polymeric 
combinations, and a variety of material (syn-
thetic or natural) can be placed in the core, all 
aimed at efficient tissue formation. Most often, 
biomolecules, which easily lose their bioactivity 
in the harsh solvents used to dissolve polymers, 
are encapsulated as the core. The polymer shell 
surrounding the biomolecule core has the prop-
erty of tunable degradability, depending on its 
composition, which allows these biochemical 
agents to be released over a favorable time 
period. The ability to optimize the temporal 
release of the molecules promotes more effica-
cious behavior of the biomolecules [113, 114].
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The most common core molecules are sensitive 
biomolecules like the growth factors bone mor-
phogenic protein (BMP) and fiberblast growth 
factor (FGF), which elicit favorable responses 
from cells. The favorable responses of cells in the 
presence of growth factors include enhanced 
growth, cell proliferation, and cell differentia-
tion, all of which contribute to tissue growth. It 
is necessary that molecules like growth factors 
be introduced into the wound or defective area 
in a sustained manner to ensure favorable cel-
lular function throughout the wound-healing or 
tissue-formation process [113, 114].

The polymer shell, in addition to protecting 
the encapsulated biomolecules and moderating 
biomolecular release, can function to make cells 
and the implant interact favorably. This behavior 
is normally achieved through simple chemical 
modifications [115] to the polymer shell’s sur-
face. Finally, the core-shell method is applicable 
for encasing fibers that are mechanically strong 
or have some other benefit but are not benign to 
the cells at the site of implantation [115].

In addition to encasing biomolecules and 
other polymers, the core-shell method can be 
used to alter the physical properties of electro-
spun nanofibers in an optimal way [114]. The 
dynamic evaporation of solvent from the elec-
trospun fluid jets presents an opportunity for 
manipulation of the resulting collected nanofib-
ers. As previously explained, electrospinning 
has an instability region where the fluid poly-
mer jets are whipped and bent, stretched and 
elongated. This is a result of the interactions of 
the applied electrostatic force, the solution’s 
intrinsic viscoelasticity, and its surface tension. 
As the fluid jets become increasingly sticky due 
to solvent molecule transfer and evaporation, 
the electrical forces gradually lose their influ-
ence on the fluid jets because electrons can only 
easily interact with fluids. As a result, the elec-
trical drawing process stops when the entire jet, 
or sometimes the surface of the jet, solidifies. 
The use of surfactant solutions as the shell or 
sheath fluid helps remedy this problem. As a 

result of using surfactant solutions, the col-
lected fibers have reduced diameters and are 
smoother compared to fibers spun with no 
sheath solution [114].

To achieve the core-shell geometry, the outer 
solution consisting of a solution or a solvent is 
loaded into a syringe and placed into a pump 
apparatus. The core solution is then loaded into 
another syringe and placed into a pump. A 
metallic capillary that has an inner and outer 
diameter is attached to the syringes using some 
type of polymer piping. The piping from the 
inner diameter is connected to the core solution, 
and the piping to the outer diameter is con-
nected to the sheath solution. Like traditional 
electrospinning, a voltage is applied to the metal-
lic capillary, then a jet forms, and eventually fib-
ers are deposited on a grounded collector [114].

7.2.2.1.5 Melt electrospinning

Although electrospun nanofibers from polymer 
solutions have been successful in producing fib-
ers in the submicron region, the potential clini-
cal use of these nanofibers could be limited due 
to the use of harsh solvents and incomplete dry-
ing [116]. Therefore, a need for solvent-free pro-
cessing exists. Zhmayev et al. showed that by 
using gas-assisted polymer melt electrospin-
ning, it is possible to achieve fibers with sub-
micrometer diameters [116]. Air drag in the 
electrospinning setup, as well as heating pro-
vided by the air stream, aid in thinning the fiber 
[116]. This presents a viable alternative to solu-
tions of synthetic polymers such as polylactic 
acid (PLA). However, this technique would not 
suffice for some natural polymers because heat-
ing could cause structural damage [117].

7.2.2.2 Thermally Induced Phase Separation
Thermally induced phase separation (TIPS) is 
another technique that can be used to produce 
nanofibers. TIPS takes advantage of the thermal 
instability of polymer solutions [43] and can 
readily produce a 3D nanofibrous scaffold with 
a five-step process.
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The five steps of the TIPS method are poly-
mer dissolution, phase separation and gelation, 
solvent extraction, freezing, and lyophilization. 
Polymer dissolution simply involves mixing the 
polymer, synthetic or natural, with a suitable 
solvent. The temperature of the solution is sub-
sequently lowered by freezing the polymer solu-
tion. At these lower temperatures, the solution 
becomes thermodynamically unstable, leading 
to a spontaneous separation of phases. The 
mostly solvent phase is evaporated through lyo-
philization (freeze drying) and, if optimal pro-
cess parameters are used, the mostly polymeric 
phase forms a nanofibrous matrix with fibers 
ranging in diameter between 50 and 500 nm [43]. 
The ability to produce fiber distributions in this 
range make this technique particularly utile in 
tissue engineering, as the Type I collagen fibers 
of the ECM have diameters in this range [43].

The resulting nanofibrous shape is controlled 
by fabrication parameters such as gelation tem-
perature and polymer concentration of the solu-
tion [12]. In addition, this process can also be 
combined with a particle-leaching step to easily 
create macropores in the construct.

There are, however, limitations to the TIPS 
method. The sensitivity of this technique to pro-
cess variations makes it difficult to reproduce 
scaffolds. Moreover, the solvent used for phase 
separation is often difficult to completely remove 
from the scaffold. As a result, the scaffolds could 
have grave unintended consequences as a tissue 
engineering product [118].

7.2.2.3 Self-Assembly
Self-assembly involves the autonomous aggrega-
tion of molecules into thermodynamically 
favored nanostructures through non-covalent 
interactions. Peptidic molecules are most com-
monly used for self-assembled nanofibers as a 
result of the multiple arrays of amino acids that 
can be generated. Due to substantive diversity 
in peptide creation, self-assembly is a suitable 
technique to produce fibers with physical and 
chemical properties suitable for a host 

of biomedical applications. In addition, the 
amphipathic (having hydrophilic and hydro-
phobic qualities) molecules can be tailored to 
elicit multiple biological responses after implan-
tation, a property central to optimizing regen-
erative strategies.

The chemical mechanisms of peptide self-
assembly are highly specific in that molecular 
recognition mediates hydrogen bonding, ionic, 
electrostatic, hydrophobic, and van der Waals 
interactions [63]. Therefore, amino acids can be 
engineered so that certain secondary structures 
(β-sheets, β-hairpins, and α-helices) can opti-
mally interact and give rise to nanofibrils and 
3D nanofibrous networks. The self-assembly 
process has been shown to produce nanofibers 
with diameters well below 1,000 nm, with a  
distribution of 5–25 nm [64].

One common method of self-assembly is to 
first synthesize an amino-acid sequence and 
then chemically attach an alkyl chain to the oli-
gopeptide, a peptide chain of 2–20 amino acids 
in length. The oligopeptide can serve a dual 
function in that it is hydrophilic, and the oligo-
peptide can be synthesized to mimic part of a 
native protein of interest. The hydrophilic oligo-
peptide covalently linked to an alkyl chain 
causes the molecules to assemble into nanofi-
brous geometry when the proper conditions are 
applied. The specific amino-acid sequences are 
often derived from common ECM proteins such 
as laminin, mimicking the peptide sequences 
that interact with cell receptors of progenitor 
cells and promote their differentiation to the 
desired cell [65]. Attaching an oligopeptide 
domain is preferred over incorporating the entire 
peptidic chain due to the ease in synthesizing 
oligopeptides, stability of the shorter sequences, 
and their demonstrated bioactivity [65].

When the amphiphile, a surfactant molecule, 
is placed under aqueous conditions, the alkyl 
chain packs into the center, and the peptide 
domain is exposed to the aqueous environment. 
It has been well documented in the literature 
that a 16-carbon alkyl chain length is optimal for 
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nanofiber formation [64]. These micellar struc-
tures are typically cylindrical in shape due to 
the assembly of the amphiphiles that have an 
overall conical shape. Once the cylindrical 
micelles aggregate, they form nanofibrous struc-
tures [64].

Synthetic polymers can also be used to fabri-
cate self-assembled nanofibers. The process begins 
with synthesizing a block or a block copolymer of 
more than two polymers in order to introduce 
different regions of functionality into the back-
bone. These polymers often include positively 
and negatively charged domains, which, once 
introduced into an aqueous solution, interact to 
form nanofibers.

7.2.3 Special Scaffolds

7.2.3.1 Native-Tissue-Derived Scaffolds
Biological scaffolds, particularly extracellular 
matrices derived from various animal tissues, 
are an increasingly attractive option for tissue 
engineering applications. The native extracellu-
lar matrix affords the researcher an intact 3D 
bioscaffold that can effectively modulate the nec-
essary events for regeneration. In addition, there 
is some degree of tailorability to the researcher 
in constructing the bioscaffolds. The tissue from 
which the matrix is derived can be excised from 
an organism at various time points of develop-
ment. This dictates the chemical constituents 
and, consequently, the mechanical properties of 
the bioscaffold. There are also inherent differ-
ences in the extracellular matrix owing to ECM 
variability between tissue types and species. 
Together these differences contribute to varia-
tions in the microstructure, quantities of non-
collagenous proteins, glycosaminoglycans 
(GAGs), and other factors, mechanical proper-
ties, and ratios of collagen fibers present. For 
instance, fetal and neonatal bovine dermises 
have 3–5 times more Type III collagen than that 
of adult dermis, while as the calf develops, the 
thickness of the dermis increases as well as the 
diameter of the fibers [66].

Currently, there are a variety of commercially 
available extracellular matrix products that aid 
in the regeneration of human tissue. These extra-
cellular matrix scaffolds come from human auto-
graft, human autogenous, and allogeneic sources 
and include tendon, fascia, ligament, and der-
mis (e.g., AllodermTM). The xenogeneic sources 
of extracellular matrix used to manufacture scaf-
folds include porcine, equine, and bovine tis-
sues. The specific tissues processed from the 
xenogeneic sources include heart valves, dermis, 
pericardium, and parts of the intestine. Depend-
ing on the processing conditions, the host bio-
logical response can be tailored. A collagen-based 
bioscaffold from the small intestine submucosa 
(SIS) has been shown to induce site-specific 
regeneration in numerous tissues, including 
blood vessels, tendons, hernias, ligaments, skin, 
urinary bladder, musculoskeletal repair, and 
dural substitute [119–123].

The human response to extracellular matrix 
scaffolds can range from the foreign body 
encapsulation observed with permanent 
implants to degradation and resorption, as well 
as being populated with fibroblasts and vascu-
larized to support new tissue growth. Chemical 
crosslinking is the most prominent way to influ-
ence the human body’s response to extracellu-
lar matrix-based bioscaffolds (e.g., ContigenTM). 
Some researchers have used hexamethylene 
diisocyanate (HMDI) and carbodiimide (CDI) 
to chemically crosslink the scaffold to prevent 
rapid degradation and also mitigate the immu-
nogenicity of the xenogeneic tissue derived 
ECM products. This technique, however, results 
in the chemical crosslinker remaining in the 
final scaffold product–a potential detriment to 
a host. To remedy this, 1-ethyl-3-(3-dimethyl-
aminopropyl) carbodiimide (EDC) was used, 
and the EDC allowed the natural scaffold to be 
crosslinked without the retention of the 
crosslinker molecule. There have been negative 
effects associated with unnatural crosslinking 
of scaffolds, including the decreased binding 
affinity of growth factors toward the modified 
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matrix as well as decreased cell attachment and 
proliferation. As a result, current methodolo-
gies allow for the ECM to be processed in a way 
in which crosslinking is unnecessary and the 
scaffolds have clinically viable degradability 
properties [66].

These natural scaffolds represent an interest-
ing class of bioscaffolds that will become more 
useful as processing methods are further refined, 
fostering a new generation of 3D bioscaffolds 
that could potentially aid in more efficient 
regeneration of human tissue.

7.2.3.2 Injectable Scaffolds
Injectable scaffolds are attractive options for  
tissue engineering applications because they 
are delivered in a minimally invasive manner, 
have the potential to set in situ, and can poten-
tially conform to complex, intricate tissue 
defects. These scaffolds avoid the invasive sur-
geries required to implant grafts and preformed 
scaffolds. In addition, injectable scaffolds afford 
the ability to seed and deliver cells more effi-
ciently, avoiding the inability to seed cells deep 
into preformed scaffolds. Moreover, injectable 
scaffolds shorten operating times, minimize 
post-operative pain and scar tissue, and reduce 
cost [68, 124–131]. Figure 7.3 shows a schematic 
of in situ cross-linked poly(ethylene glycol) 
(PEG)-hyaluronic acid (HA) injectable hydro-
gel. A blend of PEG, HA, the photoinitiator, and 
eosin Y are injected transdermally and then 
photocrosslinked using a light-emitting diode 
(LED) [131].

These bioscaffolds can be formed from a vari-
ety of materials, depending on the tissue being 
regenerated. Calcium-phosphorous ceramic 
injectable bioscaffolds have been created for 
bone tissue engineering applications. Once 
these scaffolds were mixed with cells encapsu-
lated in alginate hydrogel beads and fibers, they 
exhibited suitable biological and mechanical 
properties [68]. For soft-tissue defects, several 
injectable hydrogels have been used. Natural 
polymer systems, which use collagen and 

glycosaminoglycans (GAGs) reinforced with 
synthetic polymers for mechanical integrity and 
decreased gelation time, have shown promise 
to aid in soft-tissue regeneration [69].

Although numerous engineering approaches 
have been developed to create injectable scaf-
folds, new classes of peptide-based in situ gel-
ling scaffold materials have garnered significant 
interest [124–127]. Rationally designed peptides 
are rapidly assembled into hydrogel scaffolds in 
physiological condition by physical or chemical 
cross-linking mechanisms providing encapsu-
lated cells with an artificial ECM environment. 
Peptides with environmental stimuli respon-
siveness are physically assembled by controlling 
the temperature, pH, or ionic strength while 

FIGURE 7.3 Schematic showing a transdermally injected, 
photoactivated soft-tissue bioscaffold. An in situ crosslinked 
injectable hydrogel was obtained by combining PEG, hyalu-
ronic acid (HA) and photoinitiator, eosin Y. A mixture of these 
components was injected transdermally (a) and could be 
formed into a desired shape (b). The material was then 
crosslinked by exposing the bioscaffold to an array of LEDs 
emitting light (c). This light was shown to penetrate tissue 
depths of up to 4 mm with a 2 min. exposure time, sufficient 
to activate the eosin Y and photocrosslink the hydrogel scaf-
fold. Reprinted with permission from Ref. 131; copyright 2012 
American Association for the Advancement of Sciences.
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peptides with reactive functional groups are in 
situ chemically crosslinked by using multifunc-
tional crosslinkers, enzymes, photopolymeriza-
tion, and gamma irradiation [124–130]. Using 
these physical or chemical means, a liquid-like 
precursor solution can be easily mixed with tar-
get cells, administered into the potential tissue 
defect site, and then gelled within several min-
utes to create hydrogel scaffolds. In particular, 
ECM-derived polypeptides, including elastin-
based peptides and collagen-like proteins as 
well as fibrins and silk proteins have been 
widely used to synthesize injectable hydrogel 
scaffolds. They show good biocompatibility, 
minimal immune responses, and controllable 
degradation rates in vivo [124–131].

7.2.3.3 Inorganic Ceramics/Composites
Ceramic materials are central components in 
bioscaffolds manufactured for hard-tissue engi-
neering. This is primarily because bone, the pre-
dominant hard mineralized tissue of the human 
body, has a large mineral component of a low 
crystalline form of the ceramic hydroxyapatite 
(HA) (Ca10(PO4)6(OH)2). As a result, there have 
been attempts to create ceramics and compos-
ites of ceramics that elicit the same biological 
response and have the same physical properties 
of the native inorganic matter. Some absorbable 
ceramic materials that have been investigated 
for bone tissue engineering include CaCO3 
(argonite), CaSO4-2H2O (Plaster of Paris), and 
Ca3(PO4)2 (beta-whitlockite, a form of tri-calcium 
phosphate, and TCP) [70]. The most commonly 
studied CaP ceramics, however, are TCP, HA, 
and tetracalcium phosphate. Calcium-phos-
phorous scaffolds are advantageous because 
they are biocompatible, elicit a minimal immu-
nologic response, and can be processed to 
avoid systemic toxicity [71]. They are also oste-
oconductive and integrate well with natural 
bone [71].

To make 3D porous ceramic scaffolds, a vari-
ety of techniques may be employed. These meth-
ods include the gas-foaming method, template 

casting, phase mixing, and free-form fabrication 
methods [72, 132–134]. Depending on the pro-
cessing method and the parameters chosen, the 
pore size and mechanical integrity of the scaf-
fold can be tailored. Advanced manufacturing 
techniques such as free-form fabrication are 
 particularly attractive in that they offer improved 
control over scaffold architecture [72]. This 
allows for the formation of almost any shape as 
well as defined pores and topography.

7.3 SURFACE MODIFICATION OF 
SCAFFOLDS

The surface of a tissue engineering scaffold is 
important in tissue engineering because it can 
directly affect cellular functions such as cell 
adhesion, growth, migration, and differentiation 
and ultimately the tissue regeneration [135–137]. 
Although many synthetic polymers have been 
used to create 3D scaffolds for directing the 
repair and regeneration of damaged tissues, 
active control of cell adhesion and downstream 
cellular events is still challenging on these scaf-
folds due to the lack of biological recognition 
sites that can instruct cells [136, 138, 139]. There-
fore, efforts have been made to incorporate bio-
active ECM molecules such as collagen-I, III, IV, 
laminin, fibronectin, RGD peptide, etc., and 
growth factors onto the surfaces of scaffolds 
using various modification techniques, includ-
ing non-covalent and covalent binding [135, 140].

ECM and growth factor molecules can be 
non-covalently adsorbed on synthetic scaffolds 
by secondary bonding such as electrostatic 
interaction and van der Waals forces. Surface-
modified synthetic porous scaffolds such as PCL 
and PLGA have the ability to preferentially  
differentiate mesenchymal stem cells (MSCs) 
into osteogenic cells [140–142]. However, non-
covalent adsorption of ECM molecules is a rela-
tively weak force and may, therefore, not be 
appropriate for tissue engineering applications 
for which prolonged signaling is required.
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Covalently conjugated bioactive molecules 
have been shown to be stable under physiologi-
cal conditions and maintain biological activity 
after prolonged implantation in the localized 
microenvironment. For covalent binding, sur-
faces of preformed scaffolds are converted into 
reactive functional groups such as OH, COOH, 
and NH2. These functional groups can undergo 
further reactions with ECM proteins, peptides, 
and growth factors on the surfaces of various 
synthetic scaffolds, including PLLA, PLGA, and 
PCL. These surface-modified scaffolds have 
 significantly enhanced biological performance 
after covalent modifications [143–146]. Surface 
modification can be performed after a porous 
scaffold has been fabricated. It therefore does 
not usually affect the scaffold structure and 
mechanical properties significantly. However, 
density and distribution of the bioactive mole-
cules on the scaffold surface should be opti-
mized for appropriate control of cell behavior 
[143, 147].

7.4 BIOACTIVE MOLECULE 
DELIVERY WITH SCAFFOLDS

In addition to a scaffold’s microstructural, topo-
graphical, and other physical properties, bio-
logical signaling is also a key component for cell 
function and tissue regeneration. Endogenous 
signaling molecules such as growth factors are 
often not sufficient for the repair of large size 
defects, necessitating the addition of exogenous 
signaling molecules. These biomolecules usu-
ally have short half-lives, and their concentra-
tion gradients play a prominent role in cellular 
responses. For effective tissue regeneration, the 
delivery system must be sustained and should 
overcome the short half-life of these bio-
molecules in vivo.

Several promising approaches are available 
to couple growth factors to the biomaterial sur-
face so they are readily bioavailable. Controlled 
release systems using micro- and nanospheres 

have been shown to be effective in retaining the 
bioactivities of various therapeutic agents 
[148–151]. There also have been attempts to 
modify a scaffold with biological factors using 
the layer-by-layer process [152]. A multilayered 
heparin-based polyelectrolyte delivery system 
is constructed on the surface of a PLGA layer 
that facilitates the loading of basic fibroblast 
growth factor (bFGF) and increases growth fac-
tor stability. When growth factor molecules are 
released in a sustained manner and not instan-
taneously, greater cell proliferation was 
observed in vitro. Biological factors have been 
incorporated in porous scaffolds for a sustained 
release system by adding them into a polymer 
solution or emulsion and further processing 
the polymer solution [153, 154]. The gas-foaming  
process has been shown to entrap PLGA micro-
spheres containing biomolecules in a porous 
scaffold for sustained delivery at a tissue defect 
site [155]. This technique allows for the release 
of single or multiple biological factors in a spa-
tially and temporally controlled manner.

7.5 CONCLUSIONS AND 
PERSPECTIVES

In reviewing various approaches for the 
design and engineering of 3D scaffolds that 
closely approximate human tissue ECM, it is 
clear that the scaffold’s geometry, topography, 
porosity, density, and other physicochemical 
properties regulate many cellular processes. 
New materials and combinations of materials, 
as well as improved scaffold designs based on 
novel processing techniques, are continuously 
advancing the tissue engineering field, par-
ticularly in recent years. However, the biologi-
cal performance of scaffolds for specific 
applications in vitro and in vivo is not fully 
understood. When the biological performance 
of scaffolds is clear to researchers, a rationale 
for the design of multifunctional scaffolds can 
be implemented.
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Recent studies have found that matrix  stiffness 
is an instructive signal for cell differentiation. 
For example, mesenchymal stem cells preferen-
tially differentiate into neuronal, myogenic, and 
osteogenic cells when cultured on hydrogels 
with the lowest (0.1 kPa), intermediate (11 kPa), 
or highest (34 kPa) moduli, respectively. In addi-
tion, micro/nanoscaled topography created on 
3D scaffold surfaces appears to have a profound 
impact on cell shape, organization of the 
cytoskeletal structure, and intercellular signal-
ing [156]. It is also worth noting that cells release 
many soluble biomolecules that dynamically 
remodel ECM structures by changing the local 
modulus and chemical composition of the tissue 
ECM [157]. Therefore, identifying the 3D archi-
tecture of the ECM and the interactions between 
ECM components in each tissue type is another 
key step toward designing more effective 
bioscaffolds.

The generation of vascularized tissues also 
remains a key challenge in tissue engineering. 
Numerous approaches have been conceived in 
the last decade to overcome this problem. Today, 
only in vitro engineered tissues like skin, carti-
lage, and cornea are used in clinics. This limited 
success is due to the fact that cells of these tis-
sues can be functional, with nutrients and oxy-
gen via diffusion from blood vessel systems that 
are further away. Currently, there are two main 
strategies: prevascularization of synthetic scaf-
folds or the use of natural tissue-based 3D scaf-
folds. Furthering the success of tissue engineering 
in the clinic and realizing the ultimate goal  
of whole-organ generation hinge on the 
advancement of these strategies and others by 
the continued collaboration of researchers and 
technologists across the spectrum of academia 
and industry, utilizing each person’s expertise.
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8
Surface Modification for 

Biocompatibility

Prospectus
The principal motivation behind surface engineer-
ing and modification for improved biocompatibility 
of a biomaterial is to control interactions of the 
biomaterial with components of living systems or 
subsets thereof in a manner that mimics the normal 
physiological state or produces a desired change in 
biological state. This pursuit of biomimicry is dis-
cussed in this chapter within the context of the core 
mechanisms of the biological response to materials. A 
tutorial on surfaces, interfaces, and interphases leads 
to the identification of specific targets for surface 
engineering and modification. These targets include 
water wettability (surface energy), surface chemis-
try, surface chemical patterns and surface textures, 
and surface presentation of biomimetic motifs. The 
chapter concludes with a discussion of the essential 
conceptual tools required for building a biomaterials 
surface science laboratory, illustrated with an exam-
ple of modifying surfaces for improved cardiovascu-
lar biomaterials. 

Keywords
Biocompatibility, Biological response, Biomaterials, 
Surface chemistry, Surface energy, Surface engineer-
ing, Surface modification, Surface texture, Wettability

8.1 INTRODUCTION

8.1.1 The Healthcare Pyramid
Biomaterials are materials used in the fabrication 
of medical devices and various tools of modern 
biotechnology. Examples include sterile dispos-
ables such as syringes, specimen collection tubes/
plates, and a wide variety of containers used 
in animal cell culture and microbiology; tem-
porary implants such as access ports, catheters, 
and sutures; and long-term implants  generally 
intended to service the recipient for a lifetime, 
such as dental abutments, heart valves, or ortho-
pedic plates and screws. Collectively, these bio-
medical devices comprise a healthcare pyramid 
when arranged according to volume in use and 
technical sophistication, as shown in Figure 8.1.

Sterile-disposable medical-procedure devices 
are used by the billions worldwide and form the 
base of the healthcare pyramid. These devices are 
critical components of modern medical practice 
and biotechnology. Indeed, sterile disposables and 
the biomaterials from which these are fabricated 

C H A P T E R

http://dx.doi.org/10.1016/B978-0-12-415995-2.00008-8


190 8. SURFACE MODIFICATION FOR BIOCOMPATIBILITY 

represent the quintessential component of human 
and veterinary healthcare without which medical 
practice would effectively collapse. One only 
needs to reflect on dire situations created by natu-
ral disasters, poverty, or war that limit access to 
sterile disposables to see how critical these com-
ponents of the healthcare pyramid really are. The 
technical sophistication of sterile disposables may 
be rudimentary compared to that employed in 
higher strata of the healthcare pyramid, but the 
absolute technological sophistication should not 
be underestimated, especially with regard to high-
volume manufacturing. The underlying technol-
ogy is not simple, merely taken for granted.

Diagnostic devices are slightly more sophisti-
cated than medical-procedure devices because 
biomaterials used in fabrication typically require 
special surface treatments or packaged culture 
media of some kind. Examples shown in Figure 
8.1 are tissue-culture labware for the growth of 
animal cells in the laboratory and microbiologi-
cal plates for detection of bacterial pathogens. 
As with the medical-procedure devices, diag-
nostic devices are used in very high volume and 
are core to routine delivery of modern health-
care. Diagnostic devices and medical-procedure 
devices together represent the largest volume 
usage of biomaterials.

FIGURE 8.1 A healthcare pyramid organizing biomedical devices according to number in use and sophistication. The base 
of the healthcare pyramid comprises the ubiquitous sterile-disposable medical devices such as syringes (a) and specimen 
collection tubes (b) that underlie modern medical practice. These medical devices are used in the billion annually and rep-
resent the greatest volume application of biomaterials. At a slightly higher level of technical sophistication are diagnostic 
devices that have surface treatments and/or additives such as tissue-culture flasks (c) and microbiological plates (d). Tem-
porary implants such as contact lenses (e) and peripheral catheters (f) lie yet higher in the pyramid, with commensurate 
technical sophistication and lower-volume use of biomaterials. The highest level of sophistication at the apex of the pyramid 
is occupied by permanent implants such as artificial hips (g) and heart valves (h). Boundaries between strata of the healthcare 
pyramid are not actually sharp as diagrammed but rather overlap to a significant degree, depending on actual end-use 
application. Images taken from Wikimedia Commons with permission to copy, distribute, or modify.
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The technical sophistication of implants, 
whether temporary or permanent, is higher than 
that of sterile disposables and diagnostic devices 
simply because contact with biology (a patient) 
is longer in duration. Also, implanted biomateri-
als can be, and typically are, in simultaneous 
intimate contact with several tissue types. For 
example, catheters and access ports providing 
semi-routine access to the vascular system con-
tact epidermis, dermis, muscle, vascular tissue, 
and blood. Devices such as peripheral catheters 
shown in Figure 8.1 might be in use for a few 
days to many months. Very common temporary 
implants of a kind are contact lenses, used daily 
by millions of people worldwide.

Technical issues associated with long-term 
implants that repair dysfunctional parts of the 
body to restore health and mobility are yet more 
complex, confounded by issues of wear in ser-
vice. Failure of orthopedic implants (arthroplasty) 
or artificial heart valves, shown in Figure 8.1 as 
examples, can require inconvenient and expen-
sive replacement surgeries or can be life threat-
ening for the recipient. Advanced medical 
devices of the future, such as a total-replacement 
artificial heart, have extremely stringent service 
requirements because failure is catastrophic [1], 
but they will become available as soon as bio-
materials can be designed that are well suited 
for these ultra-sophisticated applications.

8.1.2  Biomaterials and Biocompatibility 
Defined

It is apparent from the preceding discussion 
that biomaterials must meet performance crite-
ria that vary considerably with the medical or 
biotechnical application. Stringency requires 
very careful definition of terms, engineering 
requirements, and measures of performance 
against these requirements. As a consequence, 
biomaterial scientists take great effort to care-
fully define all terms in use. A biomaterial is 
currently defined as “a substance that has been 

engineered to take a form which, alone or as part 
of a complex system, is used to direct, by control 
of interactions with components of living sys-
tems, the course of any therapeutic or diagnos-
tic procedure” [2]. Key phrases in this definition 
are “engineered to take a form” and “control 
of interactions with components of living sys-
tems.” It is evident from these key words that a 
biomaterial is designed for a particular applica-
tion with the intent to control interactions with 
cells, fluids, and tissues.

If a biomaterial meets these carefully defined 
engineering requirements, the material is said to 
be biocompatible. It is important to stress that bio-
compatibility is not a material property but 
rather a measure of how successfully the bioma-
terial meets different engineering requirements 
for very different biomedical applications. That 
is to say, there is no single material that is bio-
compatible in all applications. Biocompatibility 
is defined as “the ability of a material to perform 
with an appropriate host response in a specific 
application” [3]. Here, the term host broadly 
refers to biological cells, tissues, and fluids. Per-
haps the cells are cultured in the laboratory (in 
vitro) or are cells that comprise certain tissues of 
a patient’s body (in vivo). Therein lays the pri-
mary technical challenge of biomaterials science: 
how to create materials that are biocompatible.

Effectively, engineering that leads to “control 
of interactions with components of living sys-
tem” is a bit of biomimicry. Ideally, the biomate-
rial integrates with and functions in the biomedical 
context in a manner that mimics the biological 
circumstance. As a relatively simple example 
(but not at all trivial), consider the just-mentioned 
act of growing cells taken from an animal tissue 
in the laboratory. This is typically performed in 
various kinds of sterile-disposable flasks or 
dishes for which an engineering requirement fre-
quently is that the cells attach and proliferate on 
the inside surface of these containers. Here, the 
interaction between the cell and the biomaterial 
in vitro should in some way mimic the in vivo 
interaction among cells and supporting surfaces 
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occurring in the tissue from which cells were 
extracted. A more complex example is an ortho-
pedic implant, such as a hip replacement. Here 
the objective is to have the implant integrate with 
bone tissue, forming a strong bond between the 
implant surface and bone.

8.1.3 Scope

The foregoing examples serve to broadly intro-
duce the scope and topic of this chapter: how 
to modify the surface of biomaterials to achieve 
biocompatibility. First on the agenda is to identify 
exactly what a surface is and why it is important 
to biomaterial performance. Second is a discus-
sion of how surfaces influence the “biological 
response” to artificial materials that controls bio-
compatibility, to the extent this is currently under-
stood. Third, examples of modifying surfaces to 
achieve biocompatibility are discussed within the 
context of the basic mechanisms of biocompat-
ibility. Importantly, this chapter does not provide 
a review of the substantial literature on biomate-
rial surface-modification techniques. That task 
has been admirably carried out in many good 
books [4–8] and review articles [9,10] appearing 
elsewhere. The agenda concludes with a discus-
sion of the general technology that enables a 
researcher to engage in biomaterial surface modi-
fication and a specific example using ideas and 
technology discussed in this chapter.

8.2 THE SURFACE REGION

8.2.1 Ordinary and Scientific Definitions

The ordinary dictionary definition of a surface 
given in Box 8.1 is effectively the same as that 
used in surface science. A surface is the topmost 
boundary of a material that has thickness no less 
than the atoms or molecules that occupy this 
boundary region. The mathematical definition 
of a surface as a planar region with no thickness 

is a simplified concept of the surface region. In 
reality, of course, the surface region is three-
dimensional because atoms and molecules are 
three-dimensional.

An important question asks just how thick 
the surface region is. A useful answer to this 
question is given in Box 8.2. Accordingly, a sur-
face is not defined by an arbitrary thickness such 
as a nanometer or micrometer but rather as a 
chemical or energetic distinction from bulk-
phase properties. As long as the surface region 
is a small portion of the total system, the 

BOX 8.1

A  D I C T I O N A RY 
D E F I N I T I O N  O F  A 

S U R F A C E 

sur-face (sûr“fƏs) n. Abbr. sur. 1. a. The outer 
or the topmost boundary of an object. b. A 
material layer constituting such a boundary. 
2. Mathematics. a. The boundary of a three-
dimensional figure. b. The two-dimensional 
locus of points located in three-dimensional 
space. c. A portion of space having length 
and breadth but no thickness. (Merriam-Web-
ster, www.merriam-webster.com)

BOX 8.2

A  S C I E N T I F I C 
D E F I N I T I O N  O F  A 

S U R F A C E

The outermost region of a material that is 
chemically and/or energetically unique by 
virtue of being located at a boundary.

http://www.merriam-webster.com
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beginnings and ends of the surface region can 
be determined, at least in principle, by compar-
ing properties of the bulk phase to any test 
plane. Start in the middle of the material and 
proceed outward in any direction, comparing 
properties until at last chemical or energetic dif-
ferences are found. However, when the surface 
region is a substantial part of the system because 
the bulk phase has been significantly reduced in 
volume (a large surface-area-to-volume ratio), 
the definition in Box 8.2 becomes ambiguous. 
Such a circumstance arises in very thin films 
when an upper bounding surface comes within 
close proximity to the lower bounding surface 
and there is little bulk in between these bounds. 
Otherwise, for most macroscopic applications of 
materials, the conceptual definition in Box 8.2 
works well. In most practical applications of 
surface science it is not necessary to know the 
surface-region thickness in absolute terms, but 
it is important to realize that the surface region 
is very different from anywhere in the bulk 
phase of a material.

8.2.2 Surface Energy

Surfaces are in a unique energetic predicament 
because atoms or molecules at the boundary are 
deprived of nearest-neighbor interactions other-
wise enjoyed in the bulk phase. Irving Lang-
muir, widely regarded as the father of modern 
surface science and namesake of the American 
Chemical Society journal of surface science 
Langmuir, realized this by stating in his land-
mark papers of 1916 [11, 12]: “Since energy must 
be expended in breaking apart a solid, the sur-
faces of solids must contain more potential 
energy than do the corresponding number of 
atoms in the interior. Since this potential energy 
is probably electromagnetic energy in the field 
between atoms, the inter-atomic forces are more 
intense on the surface than in the interior.” Even 
though at this early time in the history of science 
the six fundamental intermolecular interactions 

[13] had not yet been clearly identified, Lang-
muir understood that the energy expended 
(work done) to separate atoms or molecules 
along a plane (by cleavage, for example) left the 
two surfaces so created in a state of excess 
energy compared to the energetic state of identi-
cal atoms or molecules in an equivalent plane 
within the bulk phase. Thus it is apparent that 
surface energy is the excess energy per unit area 
of boundary plane (ergs/cm2 or mJ/m2) and is 
an intensive thermodynamic property of materi-
als (Box 8.3).

Surface energetics are quite large and are not 
to be ignored in many important technical appli-
cations (such as adhesives, biomaterials, col-
loids, paints, etc.), as well as in nearly any 
circumstance when surfaces come in contact 
with liquids, solids, or vapors.

On thinking of atoms as ball-bearing-like 
sphere lying on a plane (Figure 8.2a), it becomes 
quickly evident that a particular ball bearing can 
have six nearest neighbors when close-packed 
into a group that comprises a small portion of a 
hypothetical condensed-phase material. This 
close-packed arrangement of ball bearings is a 
conceptual model of atoms at a planar surface. 
That is to say, an atom or molecule at the surface 
of the hypothetical material has six nearest 
neighbors in the plane of the surface. But these 
surface atoms would also be in contact with the 

BOX 8.3

S U R F A C E  E N E R G Y

An intensive thermodynamic property of a 
material that arises from the loss of nearest-
neighbor interactions among atoms or mol-
ecules at the boundary. This excess energy 
most prominently manifests itself in adhe-
sion and adsorption reactions at the surface.
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atoms of the second layer of the material, which 
would be in contact with the third layer and so 
forth, propagating further into the bulk phase. 
This effect can be modeled by adding a second 

layer of ball bearings in contact with the surface 
atoms comprising the six close-packed planar 
arrangements (Figure 8.2b). Inspection reveals 
that the central ball bearing in Figure 8.2b would 
have three additional ball bearings lying in the 
interstices between contacting neighbors in the 
plane.

Thus, the central surface atom has six nearest 
neighbors in the plane and three additional 
nearest neighbors in a contacting second layer, 
or a total of nine nearest neighbors (Figure 8.2b). 
The bulk phase can be modeled by placing a 
central ball bearing between two such layers of 
contacting ball bearings (Figure 8.2c). Inspection 
of this arrangement reveals that the central ball 
bearing and its neighbors within the plane are 
sandwiched between three upper and three 
lower neighbors, yielding a total of 12 nearest 
neighbors (three on the bottom, three on the top, 
and six in the plane). So then, in summary, a 
surface ball bearing has nine nearest-neighbor 
interactions, whereas a bulk-phase ball bearing 
enjoys 12 nearest-neighbor interactions. The sur-
face ball bearing is thus bound by 9/12 = 3/4 of 
the energy of a bulk ball bearing. In other words, 
the surface ball bearing has 1/4 = 25% excess 
energy compared to a ball bearing in the bulk 
phase [14].

Although this ball-bearing model has a very 
limited range of applicability to real-world 
materials, it does give a sense of scale of surface 
energetics. Surface energy is about 25% of the 
cohesive energy of materials that must be over-
come to create a surface. Thus, most or all of the 
energy required to cleave a material ends up as 
surface energy. It definitely takes work to create 
a surface. Surface energy falls within a broad 
range depending on material characteristics, 
between approximately 10–1,000 mJ/m2. When 
surfaces are a large fraction of the system (large 
surface area, as occurs with particles or thin 
films) or when surface reactions are important, 
as in biomaterials, then surface energetics are 
necessary to take into careful consideration 
(Box 8.4).

FIGURE  8.2 Nearest-neighbor interactions among spher-
ical atoms comprising a hypothetical material. Figure 8.2a 
shows that, on a planar surface, a central atom (darker color) 
can be surrounded by 6 nearest neighbors (lighter color) in a 
close-packed arrangement. An adjacent layer brings 3 addi-
tional nearest neighbors into contact with the central atom 
(Figure 8.2b, arrow points to the location of a third atom 
displaced to reveal the central atom). Figure 8.2c illustrates 
the packing arrangement relative to the central atom 
immersed in the bulk of the hypothetical material. Account-
ing leads to the conclusion that a surface atom (Figure 8.2b) 
interacts with 9 nearest neighbors, whereas a bulk atom inter-
acts with 12 nearest neighbors, causing the surface atom to 
be deprived of energy-stabilizing interactions. This leads to 
excess energy at the surface and is the origin of surface 
energy.
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8.2.3  Why Surfaces are Important in 
Biomaterials

Water is the biological solvent system and the 
majority molecule in all biological environments 
[15]. Biology is dissolved or suspended in an 
aqueous solution of various ions (such as Na+, 
Mg+2, and Cl−) and many different biological 
macromolecules, such as proteins and sugars. For 
example, human blood is approximately 45% by 
volume water and salts and about 10% by volume 
proteins [16]. There are more than 1,000 differ-
ent types of proteins in blood, varying some 10 
decades in concentration [17, 18]. Such mixtures 
are not typically chemically defined in a precise 
way and are frequently referred to as a biological 
milieu or simply a milieu. This milieu may also con-
tain cells of various kinds. Human blood is about 
45% by volume “formed elements” that include 
platelets, red and white blood cells (Box 8.5).

8.2.3.1 The Interface
An immediate consequence of bringing a bioma-
terial into contact with a biological milieu is inter-
action with water. Water is very small, only about 
the size of atomic oxygen, and hydrates surfaces 
to varying degrees depending on surface chem-
istry/energy [19]. These hydration reactions 

create a thin pseudo two-dimensional zone of 
water directly adjacent to the surface, referred to 
as interfacial or sometimes vicinal (near to) water 
[20]. Vicinal-water chemistry is different from 
that of water within the bulk solution due to the 
physicochemical interactions with the surface 
that constitute hydration reactions. The exact 
thickness of the vicinal-water region no doubt 
depends on surface chemistry of the biomate-
rial. The structure/reactivity of vicinal water is 
both an important and a controversial subject in 
materials science [21, 22]. But the evidence seems 
to be that the vicinal-water region is probably no 
thicker than a few layers of water molecules.

The reason that vicinal-water chemistry is 
thought to be influential in the biological 
response to biomaterials is that water solvent 
properties correlate with the extent of hydrogen 
bonding [21, 22]. Water is a relatively poor sol-
vent at low temperatures near the density maxi-
mum (at 3.98 °C) because nearly all hydrogen 
bonds are used up in a self-associated network 
of water molecules. At 0 °C, water ice is entirely 
self-associated by hydrogen bonds that form the 
familiar ice crystal structure. By contrast, water 
steam (100 °C) is quite corrosive because nearly 
all hydrogen bonds are available to participate 
in solvation reactions. Thus it may be anticipated 
that changes in hydrogen bonding induced by 
contact with surfaces at ambient temperatures 

BOX 8.4

P R O T E I N S

Biological macromolecules comprising  
amino acids that serve as antibodies, 
enzymes, hormones, and structural compo-
nents of cells and tissues. The proteome is the 
entire set of proteins made by an organism 
that subsumes thousands of different kinds 
of proteins. Proteins are Mother Nature’s 
tools for accomplishing nearly all physiolog-
ical functions; proteins are Mother Nature’s 
agents of change.

BOX 8.5

T H E  B I O M AT E R I A L 
I N T E R F A C E

A pseudo two-dimensional region separat-
ing the physical surface of a biomaterial 
from a contacting aqueous biological milieu 
that instantly arises because of the interac-
tion with water that can cause the redistribu-
tion of ions near the surface.
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will have a significant effect on vicinal-water sol-
vent properties [19] that, in turn, will influence 
the distribution of ions near the water-contacting 
surface [21–23] and possibly affect pH within the 
vicinal-water region. A biological entity such as 
a protein or a cell entering the vicinal-water 
region can encounter significantly different 
water chemistry than experienced in bulk solu-
tion, depending on the extent to which self-asso-
ciation of vicinal water has been affected by the 
presence of the surface (Box 8.6).

8.2.3.2 The Dynamic Interphase
Subsequent to the initial hydration reactions 
mentioned previously, macromolecules such 
as proteins might adsorb to the hydrated sur-
face, creating a complex and truly three-dimen-
sional region referred to as an interphase [20, 22].  
The term interphase, rather than interface, is used 
to emphasize that this region can be significantly 
thicker than the vicinal-water region (interface) 
created by surface hydration. Adsorbed proteins 
can form multilayers depending on biomate-
rial surface properties [16], and with molecular 
diameters in the 5–10 nm range, multiple layers 
of proteins might constitute an interphase that is 
tens of nm thick [24] (Box 8.7).

Protein concentration within the interphase 
can be very high, much higher than bulk solution 
and, in fact, even higher than protein solubility 

limits [16, 21]! Water concentration within the 
interphase is commensurately lower than bulk 
solution since two objects, water and protein 
molecules, cannot occupy the same place at the 
same time. The viscosity of the interphase is also 
quite different from that of bulk solution [25]. 
Interphase chemistry is very different from bulk 
solution chemistry in nearly every way.

Not all biomaterial surfaces adsorb protein, 
however, at least in the early phase of material 
contact with a biological milieu. As hydrophilicity 
increases, protein adsorption decreases to vanish-
ing quantities near water wetting, characterized 
by a water contact angle θ → 65

◦ for most types 
of materials. (See Ref. 20 for a discussion of water 
wetting relevant to biomaterial applications.) Min-
erals and other surfaces with ion-exchange prop-
erties are an exception to this general rule [16].

Water molecules are so strongly bound to 
hydrophilic materials (θ < 65◦) that protein can-
not displace water from the interphase and enter 
the adsorbed state. The biological response to 
hydrophilic materials is observed to be quite 
 different than that to hydrophobic materials 
(θ > 65◦), presumably because of the influence 
of adsorbed proteins [16, 21, 26, 27]. Examples 
of this hydrophilic/hydrophobic contrast in the 
biological response to materials [21, 22, 27] 
include contact activation of blood coagulation 
[28] and mammalian cell adhesion [26]. Long-
term contact of a material with a biological 
milieu might invite considerable biological 

BOX 8.6

T H E  B I O M AT E R I A L 
I N T E R P H A S E

A three-dimensional region separating the 
physical surface of a biomaterial from a con-
tacting aqueous biological milieu wherein 
important physicochemical reactions that 
catalyze, mediate, or moderate the biological 
response to the biomaterial occur.

BOX 8.7

P R O T E I N  A D S O R P T I O N

Adsorption can concentrate Mother Nature’s 
agents of change (Box 8.4) within the 
biomaterial interphase, conferring biological 
activity to a synthetic material that affects 
biocompatibility.



 8.2 THE SURFACE REGION 197

processing, as in, for example, attachment of 
cells that excrete and deposit proteins directly 
onto a surface through a process quite different 
from adsorption from solution.

Presumably, then, at least in the immediate or 
acute phase of interaction of a biomaterial with 
a biological milieu, interphase thickness depends 
on biomaterial water-wetting characteristics, 
with a thick proteinaceous interphase near 
hydrophobic materials and a thinner interphase 
(interface) near hydrophilic materials. Regard-
less of biomaterial hydrophilicity, we can antici-
pate that the interphase is a dynamic region 
with chemistry quite different from that of bulk 
solution. The term dynamic has been applied 
here because proteins might both adsorb and 
desorb, causing a flux of water, proteins, and 
associated ions into, and out of, the interphase. 
The overall biological response to materials is 
really a response to interphase chemistry.

8.2.4  The Biological Response to the 
Dynamic Interphase

The observed macroscopic biological response to 
biomaterials can, and most usually does, involve 
many complex biological and biochemical reac-
tions, even in the relatively simple application 
of sterile disposables that are not implanted into 
a body. These reactions can include triggering of 
linked enzyme reactions that can amplify the bio-
logical response to a biomaterial, such as occurs 
in blood coagulation [29]. Cells can participate in 
biological response to material by becoming acti-
vated or by adhering to the surface. The initial sur-
face hydration and adsorption reactions occurring 
when the biomaterial surface is first immersed 
into a biological milieu are thus obscured in whole 
or part by these secondary reactions.

In general, the biological environment is quite 
corrosive and the biomaterial can degrade with 
time. Also, in general, biological and biochemical 
reactions propagate outward from the surface of 
the biomaterial and can cause systemic effects 
distant from the surface. An example is formation 

of a blood clot on the surface of a catheter (an 
embolus) that detaches from the catheter due to 
shear stress under blood flow, travels in the 
bloodstream (embolization), and becomes lodged 
in a distal part of the circulatory system (an arm 
or a leg), thereby causing swelling and pain 
(thrombophlebitis) or sometimes death if the clot 
lodges in a critical organ such as the brain (stroke).

8.2.4.1  Williams’ Four Components of 
Biocompatibility

The foregoing pattern of events is summarized 
by Williams’ Four Components of Biocompatibil-
ity, diagrammed in Figure 8.3 to represent the 
essence of David Williams’ original descrip-
tion [30], here modified to emphasize a cascade 
of causes and effects that spans both time and 
space. The time coordinate ranges from the 
nanoseconds involved in biomaterial surface 
hydration reactions, through the milliseconds 
involved in protein adsorption (acute or short 
term), to full service life of the biomaterial last-
ing hours, days, or years (chronic, or long term). 
The spatial coordinate ranges from a few tenths 

FIGURE 8.3 Diagrammatic representation of Williams’ 
Four Components of Biocompatibility concept. A cascade of 
cause-and-effect reactions is caused by bringing a biomaterial 
into contact with a biological milieu, propagating along both 
spatial and temporal coordinates. Both coordinates span 
several orders of magnitude, making the biological response 
to materials a very complex biophysical phenomenon. See 
also Figure 8.4.
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of nanometers associated with water molecules 
(molecular contact) to the scale of the biomedi-
cal device or patient into whom an implant 
might be placed (organism scale). An example 
is thrombophlebitis, mentioned in Section 8.2.4. 
The initial molecular interactions occurring at 
the catheter surface lead to embolus formation 
that dislodges from the catheter surface, travel-
ing to a distal site. Clearly, then, the biological 
response to materials spans a diversity of time 
and length scales and, as such, is a very complex 
biophysical phenomenon.

Sometimes the overall biological response can 
be favorable, or at least not entirely unfavorable. 
But in most situations the linked cause-and-
effect reactions of Figure 8.3 lead to poor bio-
compatibility. Generally speaking, the higher in 
the healthcare pyramid of Figure 8.1 the bioma-
terial application falls, the more difficult it is to 
achieve biocompatibility. As examples, sterile-
disposable cell-culture containers are widely 
and successfully used in biotechnology and 
would thus be considered biocompatible. But 
there are no materials that do not induce blood 
coagulation to some degree when used in a total-
replacement artificial heart, and this is a major 

impediment to developing such advanced car-
diovascular medical devices. Most materials 
eventually become encapsulated in fibrous scar 
tissue when implanted into soft tissues, greatly 
complicating functionality of implanted elec-
tronic sensors, such as a glucose sensor to be 
used in treatment of diabetes. Williams’ Four 
Components of Biocompatibility make it very 
clear that biocompatibility must be engineered 
at the first step of Figure 8.3. Otherwise, the  
cause-and-effect cascade leading to the systemic 
biological response will lead to poor biocompat-
ibility. The following section examines this criti-
cal first surface interaction step in somewhat 
more detail.

8.2.4.2 Target of Surface Modification
Figure 8.4 is a kind of descriptive chemical reac-
tion that provides more detail to the surface 
interaction step of Figure 8.3. According to the 
preceding discussion, the cause of the biological 
response to materials is the formation of a 
dynamic interphase. Whereas all of the various 
steps leading to this interphase might be ame-
nable to comprehension in detail someday, none 
is subject to any proactive manipulation to 

FIGURE 8.4 Descriptive chemical reaction expanding the surface interaction step of Williams’ Four Components of 
Biocompatibility (Figure 8.3), identifying formation of a dynamic interphase region as the primary cause of the local biologi-
cal response. Whereas the steps leading to the local biological response to a biomaterial may someday be amenable to full 
comprehension, only the surface chemistry that interacts with the aqueous phase in establishing vicinal-water structure and 
reactivity can be modified to control biocompatibility.



 8.2 THE SURFACE REGION 199

improve biocompatibility because it is the prop-
erties of water at the surface resulting from the 
initial hydration reaction that control all down-
stream events. The only step that is subject to 
manipulation is the first one—the interaction of 
water with the biomaterial surface (Box 8.8).

This then is the target of engineering biocom-
patibility—learning to manipulate surface 
chemistry so that the dynamic interphase region 
created upon immersion of a biomaterial into a 
biological milieu leads to “control of interac-
tions with components of living systems,” as 
discussed in the Introduction to this chapter. 
This engineering must, of course, be specific to 
the nature of the milieu in which it is immersed. 
That is to say, engineering biocompatibility has 
to be tailored to the biomedical application, as  
discussed in Section 8.1.2.

Both Figures 8.3 and 8.4 may be broadly 
descriptive of the biological response to materi-
als, but neither provides the detail required to 
prospectively design surface-engineered solu-
tions to biocompatibility issues. At this stage in 
the development of biomaterials science, these 
details remain well out of reach and are part of 
cutting-edge research in biomaterials surface  
science [16]. Stated in the language of materials 
science, structure-property relationships linking 
material properties to utility in biomedical appli-
cations are effectively unknown. Nevertheless, 

in spite of this lack of knowledge and because of 
the great socioeconomic value of biomaterials, 
design-directed and trial-and-error approaches 
have been applied to engineer biocompatibility. 
The remainder of this chapter presents applica-
tions of surface modification of biomaterials, 
pointing out, to the extent currently possible, 
how surface modification affects biocompatibil-
ity in reference to the concepts presented in Fig-
ures 8.3 and 8.4.

8.2.5 Limitations of Trial and Error

Before discussing specific applications of surface 
modification, it is of interest to contemplate why 
design-directed and trial-and-error approaches 
to engineering biocompatibility are not entirely 
adequate for biomaterials development. That is 
to ask, why is it necessary to understand the 
fundamentals summarized by the descriptive 
chemical reaction of Figure 8.4? After all, design-
directed engineering with trial-and-error experi-
mentation was how all of the biomaterials used 
in the medical devices represented in the health-
care pyramid of Figure 8.1 were developed. 
What value is a fundamental understanding of 
biocompatibility?

One answer to this probing question is that 
more of the same approach can be expected to 
invent more of the same sort of biomaterials. But 
we need much better biocompatibility for 
advanced medical devices; more of the same is 
simply not adequate to meet evolving medical 
needs. There is, of course, the possibility of a 
happenstance breakthrough discovery by trial 
and error, and this would be highly desirable. 
But other than functionality for the particular 
purpose under investigation, how would we 
know how to leverage this breakthrough in a 
general way? At issue here is that discovery 
without understanding the science underlying 
discovery provides no basis for prospective opti-
mization or generalization. If a material just hap-
pens to be biocompatible for a specific application, 

BOX 8.8

T H E  B I O L O G I C A L 
R E S P O N S E  T O 

M AT E R I A L S

Surface hydration is the first step in the 
interaction of a biomaterial with a biological 
milieu that controls protein adsorption and 
all other subsequent steps in the biological 
response to materials.
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there is no learning that teaches how to make 
that miracle happen again in another applica-
tion. Conversely, and much more frequently, a 
particular material is found not be biocompati-
ble, and even failure does not teach how or why.

A second problem with purely design-
directed and trial-and-error approaches to engi-
neered biocompatibility is that invention alone 
does not readily allow prediction of liability in 
end use. This is extremely important to medical-
device manufacturers who need good estimates 
of service lifetimes and the ability to predict 
modes of failure. A case in point is the extensive 
litigation associated with silicone breast implants 
[31–33]. Patients claimed that connective-tissue 
disease, autoimmune responses, and pain were 
among many other health issues associated with 
silicone breast implants. A lengthy litigation 
took place involving a number of companies. 
Among the many serious outcomes of this litiga-
tion, Dow Corning was forced into bankruptcy, 
negatively affecting the many stakeholders in 
this company. Finally, after nearly a decade of 
legal and scientific wrangling, the Institute of 
Medicine of the National Academy of Science 
concluded that there was no direct relationship 
between silicone implants and major diseases 
[34]. Although there are many facets to this long 
and complex story, the need to define and meas-
ure liability clearly stands out.

A third reason why prospective engineering 
is much needed is that it seems that most of the 
low-hanging fruit has been picked. Most of the 
materials used in medical devices, especially the 
sterile disposable devices, have been in exist-
ence for about 50  years [35]. Few new materials 
are on the horizon. Methods of tissue engineer-
ing promise a new approach to implanted medi-
cal devices, but it seems unlikely that tissue 
engineering can be used to make medical devices 
in high volume, such as the temporary implants 
or sterile disposables of Figure 8.1. And even so, 
tissue engineering relies on materials as scaf-
folds and rigid supports. Development of mate-
rials at the nanoscopic level is a very active area 

of research at this writing, and many promising 
pathways toward engineered biocompatibility 
have been uncovered. But especially with these 
new material forms, liability in use is important 
to thoroughly understand.

Finally on this topic, it is to be admitted that 
full reliance on trial-and-error development of 
biomaterials bankrupts the future of biomateri-
als because, in the words of David Williams, “ it 
is difficult to optimize biomaterial characteris-
tics through purely physiology-based assay 
techniques because all that can be observed are 
macroscopic medical outcomes—not molecular 
interactions with biomaterials that lead to these 
outcomes” [30]. Without understanding core 
mechanisms of biocompatibility, biomaterials 
development is condemned to an uncertain 
future controlled by serendipity.

8.2.5.1 Medical Mediocrity
Yet another downside to purely discovery-based 
materials development is that there is little eco-
nomic motivation to improve on what happens 
to work or to find out why the material works 
well in the first place. As a consequence, bioma-
terials comprising commodity medical devices 
generally meet minimal medical requirements, 
and that is all. Healthcare works around the 
remaining biocompatibility issues that cause 
mediocre medical-device performance.

A primary reason why few new biomaterials 
enter the medical field is that it is difficult to 
economically justify continuous improvement 
in medical-device performance unless these 
improvements substantially reduce time and 
expense of medical care. Patients and medical 
doctors might want continuous medical-device 
improvement, but the fact of the matter is that 
patients and doctors are seldom the customer 
who can demand such improvements. Much 
more frequently, the choices of medical devices 
are made by hospital purchasing departments 
or insurance companies that focus on medical 
costs and return on investment. Introduction of 
new biomaterials into healthcare most usually 
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modification to coatings, sometimes used in 
combination. Surface modification is also used 
as a tool to study the biological response to mate-
rials. A range of surface chemistries or energies 
incrementally sampling the available range can 
be prepared, allowing researchers to explore 
how the biological response to materials changes 
in response to these different surface properties 
[19–22]. Surface modification is a very important 
tool in the medical device designer’s kit.

As mentioned in Section 8.1.3, there are sev-
eral books [4–8] and review articles [9, 10] that 
supplement a substantial literature detailing 
specific biomaterial surface modification tech-
niques and methods. The following subsections 
neither repeat these summaries nor review 
recent literature in detail. Rather, the scope of 
this section is to discuss broad classes of bioma-
terial surface modification methods in the con-
text of the mechanism of biocompatibility 
diagrammed in Figures 8.3 and 8.4.

8.3.1 Wettability

One of the early discoveries in the development 
of biomaterials was that water wettability (sur-
face energy) had a great effect on the biological 
response. It is unclear just when and for what 
purpose the first discovery of the effect of water 
wettability was made, but certainly changing 
the surface chemistry of materials used in cul-
turing animal cells in the laboratory, called tis-
sue culture, discussed further in Section 8.3.1.1, 
must have been among the earliest [26].

Altering water wettability of biomaterial 
surfaces influences adsorption and adhesion—
the two most important manifestations of surface 
chemistry/energy (Box 8.3). Interpreted in terms 
of Figure 8.4, changing water wettability affects 
the chemistry of vicinal water that guides 
formation of the dynamic interphase upon 
contact with a biological milieu. Exactly how 
this occurs is not known. Understanding the 
various molecular interactions involved and 
how these molecular interactions control the 

accompanies a new medical device with high 
value in end use that can substantiate the high 
cost of research and development, testing, and 
building of new manufacturing lines.

An example is furnished by polyurethanes 
widely used in catheter manufacturing. It was 
discovered that certain polyurethane formula-
tions just happen to work well as catheters. This 
is not to say that all polyurethanes are biocompat-
ible or that existing polyurethane catheters are 
perfect [36]. Certainly, academic and some indus-
trial researchers have invested considerable effort 
in improving polyurethane biocompatibility and 
to understand why these materials happen to 
exhibit these excellent properties [37]. But because 
the original aromatic polyurethane formulations 
Pellethane, Biomer, and Tecoflex, introduced more 
than 20  years ago by the Upjohn, Ethicon, and 
Thermetics corporations, respectively [38], 
worked fairly well, these are the formulations 
still in widespread use by catheter manufacturers 
today. Companies and technologies have been 
bought and sold, but aromatic polyurethane for-
mulations remain basically the same. Effectively, 
what has happened is that trial and error led to 
polyurethane formulations that meet basic medi-
cal and manufacturing requirements. The success 
of these imperfect materials effectively blocks 
continuous improvement, and catheter develop-
ment is frozen in time.

8.3 SURFACE MODIFICATION OF 
BIOMATERIALS

The primary motivation behind surface modifi-
cation is that materials with desirable physical 
properties, such as strength or flexibility, are fre-
quently not biocompatible due to adverse sur-
face-mediated reactions with the biological 
milieu. Modifying the surface allows medical-
device designers to retain desirable physical 
properties while improving biocompatibility to 
a useful level. There are many methods of sur-
face modification ranging from chemical 
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systemic biological response is among the most 
important fundamental research problems in 
biomaterials surface science [16]. Whatever the 
mechanism, altering biomaterial hydrophilicity 
works like magic in many applications.

The hydrophilic/hydrophobic terminology 
used to describe water wetting has caused con-
siderable confusion in biomaterials because 
these are relative terms with no universally 
accepted reference scale [19, 39]. A sharp bifur-
cation in biomaterial surface properties near a 
water wettability characterized by a 65° contact 
angle serves as a convenient dividing line that 
distinguishes hydrophilic from hydrophobic for 
biomaterials applications, as mentioned in Sec-
tion 8.2.3.2.

8.3.1.1  Reactive Gas-Discharge Surface 
Treatment

Soon after Rappaport’s pioneering studies of 
mammalian cell adhesion [40–42] using chemical 
methods to vary surface chemistry, a variety 
of surface synthesis strategies were explored, 
ranging from use of liquid-phase chemical 
oxidants [43, 44] to the application of gas-
discharge surface treatments [45]. These latter 
developments set the precedent for widespread 
application of modern gas-discharge (plasma) 
technology [46, 47] in biomedicine [48, 49] and 
biotechnology [50, 51]. Various kinds of gas-
discharge technologies coarsely categorized in  
Figure 8.5 have become an essential tool in sur-
face modification of biomaterials. For example, 
sterile-disposable polystyrene tissue-culture 
dishes and flasks, shown in Figure 8.1, are almost  
universally oxidized using oxygen plasma 
technology at high manufacturing speeds [20]. 
Certain kinds of soft contact lenses are treated 
similarly to prevent lenses from sticking to 

FIGURE 8.5 A coarse categorization of industrial applications of plasma/discharge technology in biomaterials modi-
fication. Two levels of organization, categories of electrical power coupling and process type, are shown. Internal and 
external electrodes can be used in both inductive and capacitively coupled modalities. Among the discharge types, 
plasma modification and corona discharge are widely used to affect biomaterial wettability. Plasma-enhanced vapor 
deposition and plasma polymerization are related methods that deposit smooth, conformal coatings on biomaterial 
surfaces.
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the eye [52, 53]. Reactive gas plasmas can also 
be used to deposit thin, conformal coatings 
on medical devices by a process referred to 
as plasma-enhanced vapor deposition and plasma 
polymerization [54]. Some applications of plasma 
polymerization are followed by oxidation via 
an oxygen discharge to create hydrophilic, thin 
conformal coatings.

As an example, polystyrene used in the 
manufacture of tissue-culture labware has 
excellent physical properties such as high clarity 
and can be molded at high speed, but it is 
inherently hydrophobic. This is a big problem 
because, generally speaking, mammalian cells 
do not prosper on hydrophobic surfaces [26, 55, 
56]. Plasma oxidation renders this surface 
hydrophilic and conducive to the adhesion of 
cells. Exactly why hydrophilicity is essential to 
mammalian cell adhesion is not known with 
clarity [26, 57–59], but the outcome is nevertheless 
pronounced. Therefore, plasma-treated, sterile 
disposables have become essential tools in 
modern biotechnology.

8.3.1.2 The Biological Response to Hydrophilicity
Hydrophilicity does not improve biocompatibil-
ity of all medical devices, as might be anticipated 
from the fact that biocompatibility is different 
for different biomedical or biotechnical appli-
cations. For example, hydrophilic surfaces are 
potent activators of blood plasma coagulation 
[28] and therefore not likely biomaterial candi-
dates for cardiovascular devices. On the other 
hand, hydrophobic surfaces adsorb proteins 
such as fibrinogen that can activate platelets that 
cause blood coagulation.

This contrast in the behavior of biology in con-
tact with surfaces leads to the speculation that 
there are two basic kinds of biological response 
to changing water wettability: a Type I response 
mediated by adsorbed protein, and a Type II 
response in which adsorbed protein does not 
play a significant role [16, 21, 22]. At the dividing 
line between hydrophilic and hydrophobic, the 
biological response to materials appears to be 

muted, perhaps because surfaces near this divid-
ing line do not perturb the structure and reactiv-
ity of vicinal water [27]. It is to be emphasized 
that whereas this speculation is possibly true for 
the acute biological response, chronic exposure 
of a surface to a biological milieu is very likely 
to be much more complex and subject to process-
ing, represented by biomaterial degradation in 
Figure 8.3. Also, this trend in water wetting (sur-
face energy) substantially ignores the role of sur-
face chemistry, contemplating only the effects of 
surface energy but not how this surface energy 
is created by surface chemistry. This brings us to 
the subject of chemically defined surfaces.

8.3.2 Well-defined Surface Chemistry

Surface engineering is a term that came into popu-
lar use in the mid- 1980s, usually in reference to 
creating well-defined surface chemistries using 
self-assembled monolayers (SAMs). Various 
organic compounds, such as silanes on silicon 
oxides (glass) [60] or thiols/sulfides on metal-
coated substrata [61], can be used to create dense 
monolayers presenting synthetically defined 
surface functionalities, such as carboxyl or 
hydroxyl groups, at the surface. In this way, sur-
faces can be engineered with a high degree of 
chemical precision. These developments are a 
cornerstone of modern nanotechnology [62–64]. 
But the 1952 work of Shafrin and Zisman with 
alcohols and amines on platinum [65, 66] sig-
nificantly predates SAM methods. And before  
Shafrin and Zisman, Blodgett and Langmuir 
were preparing organized layers of fatty acid 
salts using what would come to be called the 
Langmuir-Blodgett film balance [67, 68]. And well 
before Blodgett and Langmuir, Pockels was 
spreading monolayers of oil on the surface of 
water [69–71]. But the introduction of thiol-on-
gold SAMs by Allara et al. greatly expanded the 
range of chemistries that could be explored and 
opened use of SAMs to the general scientific 
community because preparation methods are as 
simple as dip coating.
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8.3.2.1  The Biological Response to Well-
Defined Surface Chemistry

Well-defined surface chemistry was of great 
interest to biomaterial surface science because 
there was a widespread opinion within the bio-
materials community that poor biocompatibility 
was related to heterogeneous surface chemistry 
[72]. It was thought that well-defined, homoge-
neous surface chemistries might provide a route 
to improved biocompatibility. Although stud-
ies of the biological response to SAMs did not 
lead to a general solution to the biocompatibil-
ity problem, these studies conclusively showed 
that the outermost surface functional groups 
that influence water wetting are directly respon-
sible for the nature and intensity of the biologi-
cal response to material surfaces. By using SAM 
chemistry, all other aspects of the material and 
surface could be held constant while varying 
only the terminal functional group;  Refs. 4, 7, 
and 8 provide good summaries of what now is a 
broad field of endeavor.

But exactly how, or if, terminal-functional 
group chemistry influences the observed bio-
logical response to a SAM surface, over and 
above the commensurate variation in water wet-
tability, is not at all clear. That is to ask, does the 
chemical specificity of a particular functional 
group shine through the interaction with water 
and influence the biological response more than, 
say, oxygen-plasma treatment to an equivalent 
water contact angle? To the extent that Figure 8.4 
is true, one might not expect to observe such 
chemical specificity unless the chemical func-
tionality had an extraordinary affect on local pH 
or ionic strength beyond the capacity of a simple 
water contact angle to measure.

There are relatively few studies that measure 
a biological response to surfaces with well-
defined chemistry, incrementally sampling a full 
range of surface energy that allows chemical 
specificity to be isolated from surface energy 
effects. A primary reason is that making a num-
ber of well-defined surfaces with incrementally 
changing water wettability is experimentally 

quite difficult. Early literature provided some 
evidence that a particular surface functional 
group—hydroxyl or carboxyl, for example—
was stimulatory to cell adhesion and prolifera-
tion [59, 73–76] over other functional groups. 
However, it has proven difficult in subsequent 
research to clearly separate cause and effect in 
the cell adhesion/proliferation process, espe-
cially in the ubiquitous presence of proteins, and 
by doing so unambiguously separate surface 
chemistry from all other influences (such as sur-
face energy/water wettability) [55, 77].

The most general rule connecting material 
properties with cell-substratum compatibility 
emerging from decades of focused research is that 
anchorage-dependent mammalian cells strongly 
favor hydrophilic surfaces [20–22, 57, 58, 78–80], 
as mentioned in Section 8.3.2. The surface chem-
istry that attains this wettability seems secondary 
or possibly unimportant.

Work from my laboratory has compared the 
catalytic potential to induce blood plasma coag-
ulation by contacting plasma with various SAM 
surfaces, finding that a basic trend in surface 
energy was followed with little or no evidence 
of chemical specificity. The only exception 
appeared to be SAM surfaces with terminal car-
boxyl functionalities that were more activating 
than anticipated based on a purely water-wetta-
bility trend [81]. This latter effect may well be 
related to low surface pH related to –CO2H ioni-
zation [82, 83]. Surfaces bearing strong Lewis 
acid/base functionalities are found to exhibit 
extraordinary protein-adsorption capacity [84] 
and unique blood-contact behavior [85], but this 
effect is related to exceptional ion-exchange 
properties of functionalities such as sulfopropyl 
(ACH2 − SO−

3 ), carboxymethyl (CH2COOH), 
iminodiacetic acid (HN(CH2CO2H)2), quarter-
nary ammonium (NR+

4 ), or dimethyl aminoethyl 
((CH3)2N (CH2CH2)) [86].

Thus it would appear from this limited sur-
vey that chemical specificity of surface func-
tional groups in the biological response to 
materials can be observed only in those cases 
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when that chemistry is highly unusual (such as 
ion-exchange properties), or perhaps when ordi-
nary chemistry is densely packed on the surface 
(such as carboxyl-terminated SAMs). There is no 
doubt that surface chemistry and wettability are 
inextricably convolved properties, because it is 
the hydrogen bonding of water to surface func-
tional groups that most profoundly influences 
wettability; see, as examples, Refs. 19–21. Wet-
ting and surface chemistry are not separate fac-
tors, as is sometimes asserted in the biomaterials 
literature [87]. Indeed, surface chemistry is 
responsible for wetting properties. But it appears 
that sometimes surface chemistry does shine 
through the generic effect on water wettability.

Returning to Figure 8.4, any surface chemis-
try, whether homogeneous or heterogeneous, 
interacts with water in a manner particular to 
that surface chemistry, and a dynamic interphase 
will be formed by contact with a biological 
milieu. Unless that interphase happens to prop-
erly direct subsequent interactions with the bio-
logical milieu, a homogeneous surface chemistry 
will not necessarily lead to improved biocompat-
ibility. Although SAM chemistries yet may prove 
to be a necessary part of an effective surface 
engineering strategy, well-defined surfaces are 
not likely to be sufficient in and of themselves. 
A biomimetic component seems necessary to 
carry out the function “control of interactions 
with components of living systems.”

8.3.3  Surface Chemical Patterns  
and Textures

Not long after it was discovered that surface 
chemistry can influence the biological response 
to materials, the idea of creating patterns of 
chemistry at various size scales on a surface was 
pursued (see Refs. 88–90 as examples), leading 
to a rapidly inflating literature on the subject for 
many different applications [91]. The idea here 
is that an alternating presentation of a particular 
surface chemistry mixed with a second particu-
lar chemistry, such as a checkerboard pattern, 

for example, would influence the biological 
response to a material in a different way than 
observed using a macroscopic surface of either 
surface-chemical scheme. Likewise, topographi-
cal features (surface textures) have been found 
to influence the behavior of biology at textured 
surfaces [92]. Biomaterials quickly embraced 
this approach to engineering biocompatibility 
and functionality [93–95].

The length scale of patterns can range from 
centimeter to nanometer [93], depending on 
application and purpose. For example, surface 
chemistry or texture patterns can be used to cre-
ate islands onto which cells specifically adhere in 
a sea of non-adherent surface [96]. When surface 
patterns approach the size scale of cells or bio-
logical molecules, the biological response can be 
much more than the sum or average of effects 
obtained on macroscopic surfaces consisting of a 
single surface chemistry or texture type. As exam-
ples, it is found that microscale chemical patterns 
on a surface can control cell shape and pheno-
typic behavior [90]. Nano-patterned surface 
chemistry is found to greatly affect blood plasma 
coagulation induced by contact with these sur-
faces compared to activation of coagulation by 
equal surface area of macroscopic uniform chem-
istries comprising the pattern [97]. Likewise, it is 
found that activation of blood plasma coagula-
tion induced by surfaces with molecularly dis-
persed chemical functionalities is different than a 
physical mixture of uniform surface chemistry 
with the same net hydrophilicity [98].

8.3.3.1  The Biological Response to Surface 
Chemical Patterns and Textures

The motivation behind deliberately imposed 
surface heterogeneity in the form of surface 
patterns and textures is almost the opposite of 
that discussed in Section 8.3.2 for SAM surfaces. 
The motivation for well-defined surfaces was 
that chemical heterogeneity was responsible for 
poor biocompatibility. The motivation behind 
ordered patterns of heterogeneity is that hetero-
geneity will somehow direct favorable surface 
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interactions that ultimately lead to improved 
biocompatibility, as these interactions propagate 
through the chain of cause and effect outlined in 
Williams’ Four Components of Biocompatibility, 
diagrammed in Figure 8.3.

Using Figure 8.4 as a guide, we can surmise 
that the size scale of the pattern relative to the 
size of interacting constituents will be very 
important. If the size of the pattern is large 
compared to the scale of these constituents, then 
it seems likely that the net effect will be more 
like a weighted average of biological responses 
to pure, macroscopic-pattern constituents. This 
seems to be evident in cell responses to surfaces. 
Cell shape and phenotypic response seem most 
pronounced when the scale of the surface feature 
is some fraction of cell size [90, 99–101]. The 
effects of patterning at the size scale of proteins 
are much less clear. Not only are nanoscale 
patterns technically challenging to make and 
characterize [93], but also understanding this 
surface interaction phase of the biological 
response remains well outside the grasp of 
modern biomaterial surface science.

As pattern size decreases, the relative contri-
bution of edges between domains necessarily 
increases. The transition in chemistry between 
edges seems likely to be important in the orien-
tation of proteins that differentially adsorb to 
surfaces with different surface chemistry/
energy [102]. If molecular simulations are a 
guide, it can also be expected that the structure 
and reactivity of water at molecular edges will 
be quite different than within bulk solution 
[103]. It seems reasonable to speculate that mac-
roscopic biological responses to nano-patterned 
surfaces such as blood plasma coagulation, men-
tioned in the  preceding section, might be traced 
to such difficult-to-characterize phenomena.

8.3.4 Biomimetic Surface Engineering

Biomimetic surfaces take design cues from the 
biophysical and/or biochemical properties 
observed in nature in an attempt to accomplish 

what nature does through a purely synthetic 
strategy. Examples include engineering super-
hydrophobic properties of lotus leaves onto sur-
faces [104–110] and immobilizing biological 
molecules with specific directed function, or 
even immobilizing living cells [111–113]. Biomi-
metic molecules include glycoproteins, peptides, 
phospholipids and proteins (enzymes), and sac-
charides. Many different strategies can be 
employed to achieve biomimicry, including non-
specific adsorption of macromolecules and cova-
lent bonding to a surface, frequently using 
chemical grafting reactions [114–116] or through 
application of plasma technology, briefly men-
tioned in Section 8.3.2.1 [116–118]. Many appli-
cations of biomimetic surfaces are not explicitly 
designed for improved biocompatibility of bio-
materials, as defined in Section 8.1.2, but a level 
of compatibility with biology in general is 
required to retain biological activity.

8.3.4.1 Biomimetic Biomaterials
As applied to biomaterials, biomimetic surfaces 
are intended to guide the biological response 
by recruiting proteins and cells, typically to 
influence integration and healing of implants. 
In those cases when the activity of a particular 
biological molecule is known to direct a particu-
lar desirable biological response, these specific 
molecules can be immobilized on a surface. An 
example is immobilization of bone morpho-
genic protein (BMP) onto orthopedic and dental 
implant materials to induce bone in-growth and 
healing of the implant into surrounding bone. 
BMPs constitute a family of growth factors that 
induce formation of bone and cartilage. There 
are many similar biological macromolecules that 
are known to exhibit specific stimulatory effects.

An alternative to immobilizing biologically 
active molecules onto a surface is to create a 
surface that specifically recognizes and binds 
selected proteins from the biological milieu into 
which the biomimetic biomaterial is placed 
[117, 119, 120]. Here chemical or plasma-based 
reactions are used to template a nanocavity with 
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an interior surface that exactly matches a par-
ticular protein used to create the nanocavity. 
These template chemistry techniques offer a num-
ber of advantages over biomolecule immobiliza-
tion including preparation of a dry surface that 
does not require the special storage or handling 
that may be required for immobilized biological 
molecules.

8.3.4.2  The Biological Response to  
Biomimetic Surfaces

Biomimetic surfaces do not subvert the sequence 
of steps outlined in Figure 8.4, but these surfaces 
can amplify or initiate biological responses 
that might not occur to ordinary materials. 
If the biomimetic surface bears immobilized 
biomolecules, it most likely is already hydrated 
because desiccation can cause loss in bioactivity. 
In this case, the initial hydration reactions 
have already occurred before the biomimetic 
surface is immersed in the biological milieu. 
Nevertheless, it can be expected that there 
will be an exchange of ions between the 
water of hydration and the biological milieu, 
leading to vicinal-water region that is different 
than the water of hydration. Thereafter, the 
biomimetic surface will be subject to the same 
physicochemical rules that control adsorption 
of proteins as apply to any other surface. 
The dynamic interphase, which includes 
immobilized biological molecules, interacts 
with the biological milieu through adsorbed 
protein if protein adsorbs to these surfaces. 
And, in a manner paralleling the discussion 
of water interaction with a surface functional 
group on a SAM surface in Section 8.3.3.1, the 
immobilized biological molecule must shine 
through water and adsorbed protein to interact 
with constituents of the biological milieu. The 
fact that biological cells can specifically interact 
with surfaces bearing immobilized RGD amino 
acid sequences (arginine-glycine-aspartic 
acid or similar) or bind to various so-called 
adhesion molecules (proteins such as cadherins, 
neural cell adhesion molecules or N-CAMs, 

integrins, and selectins) [99, 121, 122] suggests 
that immobilized biological molecules are 
indeed active in this regard. Another example 
is that immobilized heparin can control blood 
coagulation [123].

The interaction of template surfaces with the 
biological milieu is more like considerations 
already outlined in Sections 8.3.2 and 8.3.3. The 
dry template undergoes the instantaneous 
hydration reactions that establish a vicinal-
water layer that interacts with the proteins of the 
biological milieu. In this case, however, the 
nanocavity created by templating can recognize 
target proteins through shape selectivity and 
hydrogen-bonding reactions through a recogni-
tion-of-the-fittest effect [117] that leads to adsorp-
tion selectivity of the target protein(s) that may 
subsequently direct a desirable biological 
response through “control of interactions with 
components of living systems.”

The full power of the biomimetic surfaces 
will be unleashed if and when the sequence of 
steps of the biological response labeled amenable 
to comprehension in Figure 8.4 can be understood 
in a way that identifies the biological molecules 
most important in obtaining a desired biological 
response. After all, one cannot mimic what one 
cannot observe. Template chemistry has particu-
lar potential in rational design of biomaterials 
because it promises to deliver biological selec-
tivity without the technical difficulties imposed 
by fragile biological molecules, attributes that 
greatly facilitate manufacturing and distribution 
of medical devices lying low in the healthcare 
pyramid of Figure 8.1.

8.4 A BIOMATERIALS SURFACE 
SCIENCE LAB OF YOUR OWN

It seems appropriate to close this chapter with 
a brief discussion of the tools required to suc-
cessfully engineer surfaces or to modify surfaces 
of existing materials for improved biocompat-
ibility. The intent of doing so is not to create a 
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list of specific equipment required or to design 
laboratory space but rather to discuss the con-
cepts underlying surface engineering of biocom-
patibility. Experience shows that there are three 
primary capabilities that a biomaterials surface 
science laboratory must have: (1) the ability to 
prepare surfaces, incrementally varying the 
characteristic to be modified, (2) surface charac-
terization tools that quantify the incrementally 
varying characteristic, and (3) a method of quan-
tifying a biological response of interest to this 
incrementally varying surface characteristic.

The essential measurement relates the dose 
(surface characteristic or independent variable) 
to the response (biological response or depend-
ent parameter) in a way that quantitatively 
explores the available response surface. Ideally, 
these data are amenable to mathematical mod-
eling. The resulting mathematical model enables 
statistical fitting and interpolative optimization 
and possibly is a basis for the formulation of 
hypotheses stating how the linked cascade of 
causes and effects shown in Figures 8.3 and 8.4 
work. Without this quantitative information, 
surface engineering or modification is effec-
tively unguided and little more than grasping at 
straws from a very large pile.

8.4.1  Incrementally Varying Surface 
Characteristics

The surface characteristic to be varied depends 
on the kind of surface engineering or modification 
to be explored, as outlined in Section 8.3. For 
examples, if water wettability (surface energy) 
is the primary surface characteristic to be 
modified (Section 8.3.1), then methods that 
incrementally vary water contact angle over the 
observable 0o–120o range, or at least some 
substantial portion of this range, are essential. 
Polymers can frequently be oxidized with short 
bursts of an oxygen or air plasma [20] 
(Section 8.3.1.1) to increase wetting from the 
(typically) native hydrophobic state. Glass in a 

native hydrophilic state can be silanized with 
silanes bearing different terminal functional 
groups that incrementally sample the water-
wetting range. Similarly, SAMs can be deposited 
on gold-coated substratum (Section 8.3.2), 
possibly prepared by mixing two or more 
different thiols with different terminal 
functionalities (e.g., OH mixed with CH3 [124, 
125]. A multiplicity of wetting properties can 
sometimes be created using chemical gradients 
that vary with position on a gradient panel (such 
as along the length of a microscope slide) [126, 
127], sometimes combined with a surface-texture 
gradient [128] (Section 8.3.3).

Methods of creating surface patterns and tex-
tures cited in Section 8.3.3 can be used to vary 
the areal density of a pattern. Returning to the 
checkerboard analogy mentioned in Section 
8.3.3, surface coverage of the black squares can 
be systematically varied relative to the red 
squares, creating a surface that ranges from all 
black to all red in stages. Similarly, textures can, 
in principle, range from entirely smooth to 
entirely textured at different degrees, or the tex-
ture can assume different rugosity in depth, 
sometimes prepared using plasma-processing 
methods mentioned in Section 8.3.1.1. Incremen-
tal variation in biomimetic surface engineering, 
discussed in Section 8.3.4, can follow the same 
basic plan for surface patterns and textures by 
varying the areal density of the immobilized 
biomimetic molecule or, in the case of templat-
ing, the surface coverage of the molecular 
motif(s) templates.

8.4.2  Quantitative Surface 
Characterization

Surface characterization of biomaterials is tech-
nically challenging. The ideal characterization 
method for biomaterials offers three attributes: 
surface sensitivity, biomedical interpretabil-
ity, and biomedical relevance. As shown in the 
Venn diagram of Figure 8.6, the intersection of 
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analytical techniques where these ideal char-
acteristics converge is very small, perhaps 
vanishingly small. This is to say, that there are 
numerous methods that, on an individual basis, 
may offer any one, or possibly two, of these ideal 
attributes, but there are few that offer all three. 
A restatement of the old project-management 
adage “quick, cheap, good…choose any two” 
relevant to biomaterials surface characterization 
would be “sensitive, interpretable, relevant…
choose any two (or maybe one).”

Surface-sensitivity requirements are at the 
upper nanometer or so of the surface, where the 
terminal functional groups reside that influence 
the biological response to materials, as discussed 
in Sections 8.2 and 8.3.2.1. Surface sensitivity at 
this level is all but limited to high-vacuum 
spectroscopies [129, 130] and a few relatively 
new and sophisticated optical spectroscopies, 
such as secondary harmonic generation (SHG) 
and sum frequency generation (SFG) techniques 
[131–134].

Biomedical interpretability requires that the 
data gathered by the surface analytical method 
comes in a form that can be interpreted in terms 
of the biological response to material surfaces. It 
is not immediately evident that chemical composi-
tion detected by spectroscopies, or morphological 
evidence obtained by microscopy, or the surface 
energetics detected by tensiometry are immedi-
ately applicable to understanding the biological 
response. After all, knowing chemical composi-
tion, even in exquisite detail, does not provide the 
mechanistic information captured in Figure 8.4 
that permits formulation of structure-property 
relationships [77]. The same is true for surface 
energetic and morphological lines of evidence.

Perhaps the most stringent attribute of the 
three ideal analytical criteria stated in Section 
8.4.2 is that of biomedical relevance, as can be 
appreciated by considering Figure 8.4 in this 
regard. Biomedical relevant characterization 
obtains analytical results from hydrated sur-
faces, is sensitive to the energetics that drive 
adsorption and adhesion to hydrated surfaces, 
and is applicable to a chemically undefined 
milieu. That is to say, it would be beneficial to 
somehow characterize the hydrated biomaterial 
surface in contact with the biological milieu 
rather than in the vacuum of an electron micro-
scope or spectrometer [77].

8.4.3  A Quantitative Measure of the 
Biological Response

Biomedical devices are used in specialized bio-
technical applications or come into contact with 
specific physiological compartments. For exam-
ple, sterile disposables used in the culture of ani-
mal cells in the laboratory come into contact with 
cells and protein-containing media, ophthalmic 
materials contact the ocular environment, and 
blood contacts vascular grafts and artificial 
heart valves. From this end-use environment, 
meaningful measures of the biological response, 
hopefully predictive of biocompatibility in use, 

FIGURE 8.6 Venn diagram expressing the overlap of 
surface analytical techniques simultaneously offering sur-
face sensitivity, biomedical relevance, and interpretability of 
the analytical information in the context of biomedical appli-
cations. The overlap is small, perhaps vanishingly small, 
creating considerable analytical difficulties in biomaterials 
surface science.
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can be deduced and ways of quantifying this 
response be devised. Related examples include 
measurement of cell attachment and prolifera-
tion kinetics [56, 135]; measurement of protein 
adsorption from artificial tear fluid onto contact 
lens materials [136–141]; and the potential of 
materials to activate blood plasma coagulation 
can be assessed using plasma coagulation meth-
ods [28, 81].

8.4.4 Interpreting the Data

Because surface-analytical methods are seldom 
ideal in the sense of the intersection of Figure 
8.6, a means of utilizing analytical information 
that may only be indirectly related to the bio-
logical response to materials must be found. 
This situation is hardly unique in science 
because, in general, reality is so complex that 
we can measure only certain aspects of the 
 phenomenon under study. Relationships 
among the intensity of the phenomenon (the 
dependent parameter or response) and varia-
bles under experimental control (the inde-
pendent parameters or dose) are inferred by 
plotting dose-response on Cartesian coordi-
nates. A cause-and-effect relationship between 
dose and response is then inferred from a cur-
vilinear interpolation between authentic data 
points or lack of cause and effect is suggested 
if no such interpolation is apparent.

Effectively, these inferred dose-response rela-
tionships are a kind of calibration curve. 
Figure 8.7 diagrams two complementary levels 
of calibration that relate surface characteristics 
(Section 8.4.2) to a quantitative measure of the 
biological response (Section 8.4.3). For example, 
a measure of cell adhesion might be plotted 
against water/buffer wettability of the substra-
tum surface to which cells attach [26, 55]. 

Substratum surface energy can be incremen-
tally varied by methods suggested in  Section 8.4.1 
and the number of cells attached to this surface 
measured according to some protocol [56, 135]. 
As long as the substratum exhibits a particular 

level of water wetting, it can be expected that 
cells will adhere to the extent indicated by a 
calibration curve plotting cell adhesion against 

FIGURE 8.7 A data interpretation scheme that relates the 
biological response to materials to surface chemistry and 
energy. Surface synthesis (engineering and modification) 
creates a surface chemistry that can be quantified by one of 
a number of surface analytical methods measuring terminal 
functional group chemistry. Surface composition is not 
directly connected to the biological response but rather 
influences surface energetics that are responsible for the 
adhesion and adsorption events underlying the biological 
response to materials (see Figures 8.3 and 8.4). A surface 
chemistry-energy calibration quantifies these connections, 
which, in turn, can be related to quantified measures of the 
biological response to materials from which dose-response 
(cause and effect) can be inferred.



 8.4 A BIOMATERIALS SURFACE SCIENCE LAB OF YOUR OWN 211

substratum wettability (dashed arrows connect-
ing water/buffer wetting to the biological 
response in Figure 8.7). No doubt, this kind of 
calibration curve is used by manufacturers of 
sterile-disposable tissue-culture flasks and 
dishes as a rapid quality-control tool. According 
to Figure 8.4, this calibration scheme works 
because water wetting is predictive of inter-
phase characteristics that lead to bioadhesive 
outcomes, at least over the short time interval of 
the acute biological response to materials. A 
similar strategy has been applied to blood 
plasma coagulation induced by contact with 
materials to infer a relationship between surface 
energy and the propensity of blood plasma to 
coagulate (i.e., clot) [28, 98].

A limitation of this calibration approach to 
biomaterials surface modification is that it does 
not reveal how the observed correlation between 
water wetting and the biological response occurs. 
A full appreciation of the part of Figure 8.4 
labeled amenable to comprehension would min-
imally require an inventory of proteins adsorbed 
to the surface, if any. Since this remains out of 
our collective grasp [16], it seems that our under-
standing will remain at the level of calibration 
curve. Nevertheless, it is generally possible to 
measure surface wetting by the biological milieu 
understudy (plasma, serum, cell-culture fluids, 
etc.) that includes the effect of protein adsorp-
tion. Compared to wetting in pure water or 
buffer (dashed arrows on the right side of 
Figure 8.7), the effect of adsorption on interfacial 
energetics is obtained in a phenomenological 
way that does not require an inventory of 
adsorbed proteins. A surface energy-biological 
response calibration made at this level is that 
much closer to the cause and effects suggested 
by Figure 8.4, and a reproducible correlation 
provides some clues about the nature of the 
dynamic interphase that guides the observed 
response. For example, a comparison of relation-
ships between mammalian cell adhesion and 
water wettability in the presence and absence of 
proteins provides evidence that initial stages of 

bioadhesion are controlled by surface energetics 
and that adsorbed proteins affects bioadhesion 
by altering surface energetics of the adhesive 
process [79, 80, 135]. The role of protein adsorp-
tion in controlling surface-contact-induced 
coagulation of blood plasma has been clarified 
using a similar approach [28, 98].

Surface-analytical methods measuring chem-
ical composition are at least one step removed 
from the cause-and-effect approach suggested 
by Figure 8.4, because surface chemistry is not 
in and of itself predictive of water/buffer 
wettability or the surface energetics that drive 
interfacial phenomena of adsorption and 
adhesion. A two-stage calibration scheme 
suggested by Figure 8.7 can be used in this 
instance [77]. Surface engineering or modification 
(Section 8.3) creates surface chemistry that can 
be characterized by any one of many surface 
analytical tools, such as electron spectroscopy 
(ESCA) or secondary ion mass spectroscopy 
(SIMS); see, for examples, Refs. 95 and 130. 
Tensiometric measurement of water wettability 
of these surfaces enables a primary calibration 
that relates surface chemistry to surface energy 
(for example, oxygen composition measured by 
ESCA to water contact angles [20]). Measurement 
of surface wetting by the authentic biological 
milieu under study expands this primary 
calibration by including the effects of protein 
adsorption as mentioned earlier.

When surfaces bear immobilized biomimetic 
functional groups, such as functional biological 
molecules or templates of biological motifs, data 
interpretation almost assuredly will be at the 
level of a calibration. In this situation, dose-
response relationships are vastly more complex 
because of the inclusion of biological activity. 
The surface does not acquire biological activity 
only through processes outlined in Figure 8.4 
but rather is biologically active before imposi-
tion into the biological milieu. The reactivity of 
the surface is thus not directly related to physics 
and chemistry but involves a level of biological 
activity that physics and chemistry do not 
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necessarily predict. In this case, the calibration 
might relate the biological response to the num-
ber of immobilized biomimetic groups per unit 
area, perhaps as measured by radiometry, for 
example. Alternatively, net enzymic activity of 
the surface might be correlated with the biologi-
cal response.

8.4.5 An Example

The following is an example relating wettabil-
ity of engineered surfaces to the adsorption 
of blood factor XII and the related activation 
of blood plasma coagulation. This example is 
based on methods and results reported in Refs. 
81, 142, and 143 and illustrates some of the prin-
ciples discussed in the preceding section, show-
ing how surface modification can be related to 
a complex biological response to these surfaces. 
Some brief background about blood coagula-
tion and protein adsorption is helpful as an 
introduction.

8.4.5.1  Contact Activation of Blood 
Coagulation

Blood coagulates in contact with all biomaterials 
[28]. The exact reasons for this are not entirely 
known. Thus, the contact activation of blood 
coagulation problem has been, and continues 
to be, an active area of research in biomaterials 
surface science. Understanding the molecular 
details of contact activation is crucial to devel-
opment of advanced cardiovascular biomateri-
als that occupy the upper strata of the healthcare 
pyramid diagrammed in Figure 8.1.

An important discovery made in the late 
1960s (see Refs. 144–148 and citations therein for 
historical reviews) was that a particular protein, 
blood factor XII, sometimes referred to as Hage-
man factor or FXII, became activated by contact 
with hydrophilic surfaces, producing an enzyme 
(or possibly enzymes) that potentiate a cascade 
of biochemical reactions that ultimately causes 
blood plasma to coagulate or clot [28]. It was 
postulated that FXII adsorbs or assembles onto 

activating surfaces together with other proteins, 
constituting a reaction complex that ultimately 
produces the principle activated enzyme FXIIa 
from FXII. It is thus essential to understand the 
adsorption properties of FXII and FXIIa toward 
designing surfaces that do not induce blood 
coagulation. Likewise, understanding protein 
adsorption from the plasma milieu is crucial  
to understanding how FXII adsorbs to surfaces 
in competition with more than a thousand  
other proteins that constitute the blood plasma  
proteome [18].

8.4.5.2 Adsorption Mapping
There are many methods of measuring protein 
adsorption from purified solutions of a single 
protein, but few are designed to measure protein 
adsorption from binary solutions, let alone a 
mixture of more than a thousand proteins [16]. A 
modification of standard surface thermodynamics 
was invented that correlates protein adsorption 
to the water wettability of an adsorbent surface, 
which is equally applicable to purified protein 
solutions and biological milieu such as blood 
plasma [142]. This graphical method was termed 
adsorption mapping and has been applied to the 
blood coagulation problem [20–22, 81, 143].

Briefly, an adsorption map is the plot of the 
difference in adhesion tension 

[

τ ′
− τ o

]

 against 
τ o, where τ ′

= γ ′

lv
cos θ ′ and τ o

= γ o

lv
cos θo. Adhe-

sion tension measures the strength of adhesion 
of a droplet of fluid to a test surface in mJ/m2 
exhibiting an advancing or receding contact 
angle θ on that surface. The liquid-vapor (lv) 
interfacial tensions γlv are measured separately 
from θ. The prime superscript denotes a solution 
containing a protein or many proteins compris-
ing a milieu of interest whereas the “o” super-
script denotes pure buffer solution containing 
no proteins. Thus, the difference 

[

τ ′
− τ o

]

 is an 
adsorption index that measures the effect of pro-
tein adsorption on surface wetting, with posi-
tive values corresponding to protein-adsorbent 
surfaces and zero or negative values corre-
sponding to surfaces that do not adsorb protein 
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(see Ref. 142 and citations therein for more 
details). The adsorption map is a kind of calibra-
tion curve relating protein adsorption to the sur-
face energy (water wettability) of the 
adsorbent.

Plotting 
[

τ ′
− τ o

]

 against τ o is a way of 
accomplishing the correlations indicated by the 
dashed arrows on the upper portion of Figure 
8.7 that readily identify the surface energy 
(water wettability) at which protein adsorption 
does not occur. Figure 8.8 is an adsorption map 
for purified FXII and FXIIa corresponding to 
each purified protein at 300 μg/mL, nearly 10X 
the nominal physiological concentration of FXII 
[149, 150]. Thermodynamic boundary conditions 
enclose all observable data for a particular 
protein or surfactant system in what is termed 
an adsorption triangle (shaded portion of 
Figure 8.8). According to the theory of adsorption 
maps, 

[

τ ′
− τ o

]

> 0 is characteristic of surfaces 
that support adsorption, whereas surfaces that 
do not support adsorption are characterized by 
[

τ ′
− τ o

]

≤ 0 mJ/m2. Inspection of Figure 8.8 

leads to the immediate observation that there is 
no measurable difference between FXII and 
FXIIa in adsorption to solid surfaces. Furthermore, 
it can be concluded from these data that neither 
FXII nor FXIIa adsorb at surfaces exhibiting 
τ o > 40 mJ/m2 (θ ∼ 55o) because the trend line 
through the data passes through 

[

τ ′
− τ o

]

= 0 
near this point.

Figure 8.9a is an adsorption map correspond-
ing to 10% plasma from which it is also noted 
that plasma proteins, taken as a whole, do not 

FIGURE 8.8 An adsorption map for blood factor XII and 
activated enzyme form FXIIa. All physically possible wetting 
data falls inside the adsorption triangle (shaded). Data cor-
responding to FXII (triangles) cannot be distinguished from 
FXIIa (circles). Open and closed symbols refer to adhesion 
tensions calculated from advancing and receding contact 
angles (see Section 8.4.4 for further discussion). Data falls 
along a linear trend line passing through 

[

τ ′
− τ o

]

= 0 near 
τ o

= 40 mJ/m2 (θ ∼ 55◦), showing that neither protein 
adsorbs to more hydrophilic surfaces (θ < 55◦).

FIGURE 8.9  An adsorption map for 10% EDTA antico-
agulated porcine plasma correlated with a quantitative 
measure of the catalytic potential of a material to activate 
porcine plasma coagulation. Panel A setup is the same as 
Figure 8.8 and shows that blood plasma proteins do not 
adsorb hydrophilic surfaces (see vertical arrow), in a manner 
parallel to that discovered for human FXII and FXIIa. Com-
parison to Panel B shows that hydrophilic surfaces that do 
not adsorb blood proteins are the most efficient activators of 
plasma coagulation.
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adsorb to surfaces exhibiting τ
o
> 40 mJ/m

2. 
Comparison of Figures 8.8 and 8.9a reveals that 
purified FXII and FXIIa and plasma proteins 
adsorb similarly to surfaces incrementally sam-
pling the observable water-wetting range. These 
studies are confirmed by an extensive survey of 
blood protein adsorption using both tensiome-
try and solution-depletion methods [16].

8.4.5.3  Quantification of Blood Plasma 
Coagulation

The biological response of interest in this example 
is coagulation of blood plasma. A means of quanti-
fying coagulation was developed and a mathemat-
ical model of coagulation used to interpret results 
[81, 151, 152]. The outcome was a single param-
eter Kact that measured the catalytic potential of 
a test surface to activate plasma coagulation. In 
turn, Kact was scaled against the wettability of the 
test activator surface, τ o, as shown in Figure 8.9b. 
Figure 8.9b is a kind of calibration curve relating 
blood plasma coagulation to the water wettability 
of the activating surface in the manner contem-
plated by Figure 8.7. It is evident from Figure 8.9 
that hydrophilic surfaces are the most activating 
surfaces with the highest catalytic potential. This 
outcome is completely consistent with early find-
ings of the late 1960s mentioned in Section 8.4.5.1.

8.4.5.4 Interpretation of Results
Comparison of Figures 8.9a to  8.9b leads imme-
diately to the conclusion that surfaces that do not 
adsorb plasma proteins are surfaces that effi-
ciently activate blood plasma coagulation with 
large Kact. Conversely, surfaces that adsorb 
plasma proteins are the least activating with Kact 
near zero. Comparison of Figures 8.9a and 8.9b 
to Figure 8.8 further shows that surfaces that 
adsorb FXII and FXIIa are the least activating, 
whereas surfaces that do not adsorb FXII and 
FXIIa are surfaces that efficiently activate blood 
plasma coagulation. All taken together, it is 
apparent that the traditional mechanism of 
plasma coagulation involving FXII adsorption or 
assembly onto activating surfaces is inconsistent 

with experimental results. Continued studies 
have shown that the reason protein-adsorbent 
hydrophobic surfaces do not contact activate 
FXII in plasma is because adsorption of a pleth-
ora of higher-concentration blood  proteins effec-
tively blocks FXII contact with a surface [98].

8.4.5.5 Summary
Quantification of the catalytic potential of a mate-
rial to induce plasma coagulation and develop-
ment of a mathematical model thereof revealed 
a striking relationship between plasma coagula-
tion and material surface energy. The adsorption 
map is a calibration tool equally applicable to 
purified proteins and plasma that revealed a rela-
tionship to adsorbent surface energy. Although 
neither of these tools afforded direct, molecu-
lar insights into the steps of Figure 8.4 labeled 
amenable to comprehension, the combination 
of perspectives revealed heretofore unknown 
mechanistic information about contact activation 
of blood coagulation that can help direct rational 
design of cardiovascular biomaterials.

8.5 CONCLUSION

There are many methods of modifying biomate-
rial surfaces to influence biocompatibility. The full 
power of the methods will be unleashed when 
mechanisms detailing how cells and proteins 
involved in the biological response to materials 
are revealed. With this information in hand, ratio-
nal surface engineering can be applied to direct 
biocompatibility by control of interactions with 
components of living systems. Without this infor-
mation, surface engineering and modification 
will continue to be a product of design-directed, 
trial-and-error, or phenomenological approaches. 
In this latter pursuit, methods relating quantita-
tive measures of the biological response to vari-
ables such as surface energy or areal density of 
immobilized functional proteins are invaluable 
interpolative tools that can yield insights into the 
long-sought mechanisms of biocompatibility.
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9
Flight Control Using Biomimetic 

Optical Sensors

Prospectus
Insects are dependent on the spatial, spectral, and tem-
poral distributions of light in the environment for flight 
control and navigation. This chapter reports on flight 
trials of implementations of insect-inspired behaviors 
on unmanned aerial vehicles. Optical-flow methods 
for maintaining a constant height above ground and 
a constant course have been demonstrated to provide 
navigational capabilities that are impossible using con-
ventional avionics sensors. Precision control of height 
above ground and ground course were achieved over 
long distances. Other demonstrated vision-based tech-
niques include a biomimetic stabilization sensor that 
uses the ultraviolet and green bands of the spectrum 
and a sky polarization compass. Both of these sensors 
were tested over long trajectories in different directions, 
in each case showing performance similar to low-cost 
inertial heading and attitude systems.

Keywords
Autopilot, Dragonfly, Insect, Locust, Navigation,  
Optical flow, Polarization, Sensors, Spectral opponency, 
Sun detector, Unmanned aerial vehicle

9.1 INTRODUCTION

The key principles of insect vision have been 
deduced over decades of biological research [1, 
2]. A common theme that has emerged is the reli-
ance by insects on the spatial and temporal distri-
bution of light in the environment for controlling 
flight. Computational foundations and con-
trol laws derived from insects [3] have become 
increasingly well formulated. The specialization 
of an insect’s sensors to the environment in which 
it operates is an important principle in reverse 
engineering insect sensory systems.

Unmanned aerial vehicles (UAVs) have 
emerged as a revolution in air power. UAVs are 
not as autonomous as we would like. They are 
dependent on artificial external signals for posi-
tion information and do not operate close to obsta-
cles. They are also typified by a strong dependence 
on a small number of reliable and accurate sensors 
that are each critical for operation. As we attempt 
to miniaturize UAVs, scaling problems emerge 
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beyond the low fidelity of small sensors. For 
example, the vibration of flapping wings and 
 propellors can degrade inertial attitude sensing, 
and flight close to the ground results in distorted 
measurements of the Earth’s magnetic field.

Insects have overcome these problems using a 
highly integrated visuomotor system. In addition 
to compound eyes, insects typically have three 
simple eyes (a retina behind a single lens), called 
the ocelli. The ocelli in dragonflies and locusts 
provide a highly evolved optical stabilization 
function by using the horizon as a visual reference. 
Polarization sensitivity in the dorsal rim area of 
the eyes of many insects provides a measure of 
heading with respect to the sun. The small size of 
insect sensors makes biomimetic solutions based 
on insect eyes desirable. Many of these reflexes 
will only function robustly as part of an ensemble 
of reflexes, analogous to the biologically inspired 
subsumption architecture proposed by Brooks [4].

The characterization of systems deep within 
the nervous system of insects is difficult due to 
the complex multimodel nature of insect 

sensorimotor neurons [5, 6]. Direct measurement 
of the responses of neurons requires glass tubes 
with a tip diameter of <1 μm filled with electro-
lyte to be placed and held either inside (intracel-
lular) or outside (extracellular) the cell wall of the 
neuron. Ideally, many thousands of neuronal 
responses would be measured simultaneously 
while the insect is in flight in a natural environ-
ment. Such an experiment is beyond the state of 
the art in neurophysiology and quite impractical.

In the absence of direct measurement, another 
approach is to implement artificial versions of 
the sensors involved, in an attempt to learn what 
problems an integrated system must solve. The 
remainder of this chapter demonstrates four 
biomimetic optical technologies that have been 
implemented and flight tested on UAVs. The 
resulting systems reveal many challenges faced 
by the insect brain and provide cues as to what 
neurophysiology experiments should be done to 
fully understand the system.

The head of a dragonfly (Hemianax papuensis) 
is shown in Figure 9.1. The dorsal rim area of 

FIGURE 9.1 Detail of the head of a dragonfly, Hemianax papuensis. The dorsal rim area along the seam between the left 
and right eyes of many insects is polarization sensitive. The median ocellus and lateral ocelli receive light from the forward 
direction and sideways, respectively.
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many insects is adapted to measure polarization 
from sky light. The ocelli have wider fields of 
view than any of the ommatidia (popularly 
known as facets or eyelets) of the compound eye 
of the dragonfly. From the figure it is also clear 
that ocelli have an aperture at least an order of 
magnitude greater than those of the ommatidia 
of the compound eye, suggesting an adaptation 
to low-light conditions.

Ocellar stabilization and polarization com-
passing are mediated by aspects of the environ-
ment that are invisible to the human eye. Ocelli 
accept input from the ultraviolet region of the 
spectrum. The polarization of light is usually 
imperceptible to the unaided human eye. The 
geometry of insect vision is also outside the 
human experience since the compound eye pro-
vides a near-spherical view of the world.

9.2 STRUCTURE OF THE VISUAL 
WORLD OF INSECTS

It is not possible to view the multispectral and 
multipolarization world of insects. Understand-
ing the sensors and their limitations as well 
as development of flying biomimetic sensors 
requires simulators and control system design. 
Instrumentation and models of the insect visual 
system have been developed to inform the pro-
cess of biomimetic engineering of insect sensory 
systems.

To understand and reverse engineer the 
insects’ view of the static world, we built a device 
that approximates the geometry and spectral 
response of an insect eye. Figure 9.2 shows the 
multispectral, multipolar, and panoramic scan-
ning device and the output of the seven channels 
in polar coordinates. The scanning device pro-
duced a polar-coordinate-system image from 
400 × 200 discrete samples over a capture period 
of one minute. The polarization pattern distrib-
uted across the sky is revealed in the differences 
between the three blue channels. The photodi-
odes in the device and all implementations 

described in this chapter were interfaced in cur-
rent mode [7] in order to achieve a linear voltage 
representation of light intensity.

Images of the environment were scanned 
under different conditions. From these images, 
observations about the optical structure of the 
environment and quantitative measurements of 
the performance of postulated insect-sensor 
algorithms could be made.

The polarization pattern of the sky on a clear 
day is shown in Figure 9.3a. The saturation of 
colors indicates the degree of polarization. In 
Figure 9.3b, the ground plane is devoid of pseudo 
color apart from one area, which is a body of 
water. The water beetle Notonecta glauca has been 
shown to use the polarized reflections off bodies 
of water on the ground plane to navigate [8], 

FIGURE 9.2 The panoramic scanning device (top left) pro-
duces a polar-coordinate image in multiple spectra and three 
polarization angles. Images are shown from each of the spec-
tral channels sampled by the device. The spectrum of each 
channel was centered on the following wavelengths: ultravio-
let (340 nm), blue (400 nm), green (500 nm), red (600 nm), and 
infrared (1,000 nm). Each channel was resolved to 16 bits reso-
lution and each image required 60 s to generate.
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indicating other promising applications of bio-
mimetic sensing for autonomous systems. A 
partly cloudy sky still provides a strong polari-
zation signal in clear patches, even though the 
location of the sun is not apparent in the image.

9.3 AIRBORNE COMPASS BASED 
ON SKY POLARIZATION

The sun is a clearly defined landmark in the sky 
that can be used to determine bearings. When 
the sky is partially occluded by cloud, foliage, 
terrain, or dirt on the optical sensor, the sun may 
be obscured. In conventional solar compasses, 
significant effort is expended to ensure that the 
sun is the landmark detected [9] rather than a 
cloud.

The sky polarization pattern is the result of 
Rayleigh scattering of sunlight off molecules in 
the atmosphere [10], discussed in detail by Coul-
son [11]. The magnitude of the pattern is modi-
fied by atmospheric effects; however, the 
direction of polarization vectors is reliable [12]. 
Degree of polarization of reflected sunlight has 
been used in the past as a remote measure of 
atmospheric density on the planets. Measure-
ments taken by Dollfus [13] and others [14] in 
the 1950s provided an estimate of the density of 
the Martian atmosphere and later an indication 
of the value of polarization compassing for 
autonomous systems operating on Mars [15].

The sky-polarization pattern relative to the 
location of the sun, represented in Figure 9.4, 

is predicted by the Rayleigh atmosphere model 
[16]. To a first-order approximation, the sun is 
orthogonal to the direction of polarization of 
any patch of sky. A polarization sensor measures 
power and is directional but unsigned. In con-
trast, magnetometers provide an unambigu-
ous measurement of the magnetic field vector 
that is also effectively constant for any given 
location [17].

Insects use the polarization patterns cast by 
the sun and moon as an orientation reference 
in preference to the actual angular position of 
the celestial bodies on the eye [18, 19]. The 
advantage of the polarization pattern is that it 
is distributed across the sky. A measurement in 
any direction gives a measurement of the direc-
tion of the sun from that point [12]. Many 
insects use polarization in the blue region of the 
spectrum, sensed with the dorsal rim area of 
the compound eye [20], shown in Figure 9.1. In 
this region the ommatidia are arranged to 
respond maximally to a series of polarization 
directions. The radius of curvature of the dorsal 
rim is significantly lower than for other parts 
of the eye, ensuring that there is little variation 
in the direction of view of dorsal rim omma-
tidia [20]. The population of ommatidia pro-
vides the information required to code the 
direction of polarization.

Polarization compasses have been used for 
human navigation, possibly by the Vikings a mil-
lennium ago, through the use of naturally occur-
ring dichroic crystals [21]. Scandinavian airlines 
revived this form of navigation for commercial 

FIGURE 9.3 Polarization images from the scanning device. The images through the three blue-filter alignments are 
composited into a single image, mapped to red, green, and blue. The left image (a) was captured on a fine, clear morning. 
The right image (b) was captured on a cloudy afternoon beside a lake.
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flights over the Arctic in the early 1950s using a 
polarization-sensitive astrolabe device [22]. This 
form of navigation was driven by the arctic envi-
ronment. At high latitudes the sun is either at 
low elevations or below the horizon. The mag-
netic field is oriented almost vertically and varies 
significantly over small distances. Gyrocom-
passes do not perform well, because navigation 
is over the axis of rotation of the Earth [23]. Prior 
to the advent of the global positioning system 
(GPS), polarization provided a self-sufficient 
measurement of bearing advent of the in an envi-
ronment unforgiving of technical faults.

Implementations of polarization compass-
ing have also been developed for a ground 
robot by Lambrinos et al. [24]. Their imple-
mentation used a polarization sensor to guide 
dead-reckoning navigation. The approach was 
demonstrated to be effective on the ground 
but is not suitable for a dynamic airborne 
implementation due to the need to rotate in 
position. Artificial polarization compasses 

have been postulated by others since then [12, 
25]. The most promising applications of polar-
ization compass are in the unmanned aero-
space field.

9.3.1 Sensor Signal Processing

Polarization sensing requires a series of elements. 
First, the optics capture light from a region of 
the sky, which is then analyzed in at least three 
polarization angles. In our work, measurement 
was achieved using three photodiodes, each 
with its own optics and polarization filters. A 
version of the sensor is shown in Figure 9.5. The 
outputs of the photodiode amplifiers were digi-
tized and processed on a microcontroller.

Any light-sensitive element will be imperfect, 
with different units responding to the same sig-
nal with different output voltages. A simple 
model of the response, which is effective if the 
supporting electronics are designed well, is to 
assume that the output of each sensor is linear, 

FIGURE 9.4 The sky polarization pattern cast by the sun is approximately tangential to the sun at every point.
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with individual variations of bias above 0 volts 
when responding to darkness and individually 
varying scale factors or gains. Not only do the 
light-sensitive elements differ from each other, 
but the supporting electronics will have the 
same variables. To simplify the discussion, we 
consider how direction is computed from three 
individual assemblies of a photodiode, a polari-
zation filter, and an electronic amplifier. We 
assume for now that the polarization filters on 
each assembly are aligned at known angles with 
respect to an external reference.

We represent the response of each photode-
tector to incident light in terms of voltage

(9.1)v = b + �P · �F + q,

which includes the scalar response q to unpolar-
ized light, which is a result of optical input, and 
a scalar bias term b that is an electrical signal. 
The response of the sensor to the polarized com-
ponent of the light is given by �P · �F, where �F is 
a two-dimensional Cartesian vector represent-
ing the orientation of the polarization axis of the 
filter (as the direction of the vector given by 
∠�F = tan−1 Fx/Fy) and its attenuation as ||�F||. 
Similarly, �P is a vector representing the direction 
and magnitude of the incident polarized light. 
The maximum response occurs when �F and �P 
are parallel and the minimum when the two 
vectors are orthogonal.

To eliminate electronic and optical biases, b 
and q, the difference between the responses of 
the three samples v1 to v3 is taken; thus,

FIGURE 9.5 Integration of the ocelli and polarization sensors is designed to provide improved compass measurements 
and precise control of roll angle by stabilizing the sensor in the roll direction.
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Therefore,

The direction of polarization is given by 
∠�P = tan−1 Px/Py. The solution in Eq. (9.4) 
assumes a calibrated system for which �F, q, and b 
are known. The amplifier electronics and photo-
diode must be calibrated such that the three chan-
nels of the polarimeter are matched.

Considering differences between the photodi-
odes, our sensor model incorporated an unknown 
scale factor for the conversion of light into volt-
age, ki for each of i diode channels; hence,

We used the sinusoidal response of all three 
polarimeter channels while they were directed 
vertically upward and rotated about the vertical 
axis (azimuth). The turntable moved discretely 
at 200 steps per 180°. The three polarization fil-
ters were oriented at approximately 0°, 60°, and 
120° to avoid parallel polarization-sensitivity 
axes that would prevent the solution in Eq. (9.4) 
from being well formed. Despite apparently 
accurate manual alignment, the exact filter 
polarization angles were not known well enough 
to obtain a solution for �P that would be useful 
for aircraft navigation.

The relative gains between the channels were 
established by removing the mean measure-
ment, v̄i, over a 180° rotation of each sensor, 
which left a full-wavelength sinusoidal curve of 
mean 0 for each of the i channels, with phase of 
the sinusoid dependent on �P and ith channel-
specific filter properties represented in �Fi. The 
integral of the absolute values of each curve pro-
vided a distributed measure of the relative 
amplitudes of the response from the two 

(9.2)v1 − v2 = �P · �F1 − �P · �F2,

(9.3)v1 − v3 = �P · �F1 − �P · �F3.

(9.4)PT =

[

�F1 − �F2

�F1 − �F3

]−1 [

v1 − v2

v1 − v3

]

.

(9.5)vi = bi + ki(�P · �Fi + q).

sensors. The solution only required relative 
measures, so ki was normalized relative to the 
amplitude of k1, the gain of the first channel. 
Then, recalling that the machine performed 180° 
rotation in 200 steps, we get

The factor k1/ki was used to correct the differ-
ence in bi between the channels, since q was com-
mon to all sensors and not dependent on sensor 
parameters; hence,

The calibrated response ci of each sensor was 
then given by

without needing to determine the actual value 
of any of the bias terms, yet ensuring that the 
responses of all channels were matched to the 
first channel.

The orientation of the polarization filters was 
determined for each channel by computing the 
phase of the sinusoidal response

where 0. 5∠�Fi is the orientation of the ith channel 
polarization filter.

So values of �Fi, k1/ki, and 
(

bi
k1

ki
− b1

)

 were 
 calculated as above, and Eq. (9.4) was used to 
solve for polarization direction. Figure 9.6a 
shows the signal from the sensors over a half-
rotation of the turntable.

The geometrical calibration step, in which �F is 
computed for each channel, is critical for 

(9.6)
k1

ki
=

∑200
n=0 |v1 − v̄1|

∑200
n=0 |vi − v̄i|

.

(9.7)
(

bi
k1

ki
− b1

)

= v̄i
k1

ki
− v̄1.

(9.8)ci =
k1

ki
vi −

(

bi
k1

ki
− b1

)

,

(9.9)

�Fi =

[

200
∑

n=0

(vi)n − v̄i

200
sin

2πn

200

×

200
∑

n=0

(vi)n − v̄i

200
cos

2πn

200

]

,
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calculating accurate bearings. Consider a case 
where the polarization filters on each channel 
were aligned as well as possible by hand and then 

assumed to be mutually separated by 60°. Equa-
tion (9.4) was applied to normalized but geo-
metrically uncalibrated sensors. Sensor responses 
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FIGURE 9.6 (a) The response of individual photodiodes oriented vertically to angular displacement in the yaw direction.  
(b) The calibrated output of the photodiodes after bias and scale factors were matched between the channels.
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are shown in Figure 9.6b. Heading errors in 
excess of 20°, shown in Figure 9.7 (solid line), 
occur. After calibration of the filter geometry, the 
problem is resolved and the signal is usable for 
navigation, as shown in Figure 9.7 (dotted line). 
Determination of �Fi revealed that polarization 
filters were separated by 55° and 62° with respect 
to the first sensor channel filter orientation.

9.3.2 Flight Test

The remotely piloted aircraft shown in Figure 9.8 
was instrumented with the calibrated polar-
imeter being tested and an inertial/magnetic 
attitude and heading reference system that pro-
vided an independent measure of heading. The 
flight was run early in the morning when the 
sun was low to minimize the probability that 
direct sunlight might saturate the sensor.

The output of the polarization heading solu-
tion and the compass bearing is shown in 

Figure 9.9. As predicted, the polarization-compass 
output produced a discontinuity several times 
during the flight as the solution passed through 
180°. There were minor differences between the 
two measures. The absence of any correction for 
attitude probably contributed to the most devia-
tion between the magnetic and north-aligned 
polarization heading.

9.4 OCELLI ATTITUDE 
REFERENCE

Dragonflies are an ancient airborne predator 
with clearly recognizable ancestors found in fos-
sil records from the carboniferous era 300  mil-
lion years ago [26]. Since that time, their basic 
structure has changed little [27]. As hovering 
animals, they are extremely reliant on vision for 
flight control. Although dragonflies have com-
pound eyes with high visual acuity relative to 
other species [28], it appears that stabilization of 

-200

-150

-100

-50

 0

 50

 100

 150

 200

 0  20  40  60  80  100  120  140  160  180

H
ea

di
ng

 (d
eg

)

Azimuth (deg)

Uncalibrated Heading
Calibrated Heading

FIGURE 9.7 The dotted line shows the response of the calibrated sensor to angular displacement. The solid line is the 
output of an uncalibrated sensor in which polarization-filter angles were assumed to be separated by 60°.
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their flight is significantly influenced by an aux-
iliary visual system known as the ocelli.

The ocelli are simple eyes mounted on the 
front of the insect’s head. The fields of view of the 
ocelli in the species H. papuensis were mapped by 

Stange [29] using the observed eye-shine, which 
term describes the tapetal retro-reflections off the 
intact ocellar retinas. A graphical representation 
of the fields of view is shown in Figure 9.10. Each 
of the side-looking or lateral ocelli has a field of 

FIGURE 9.8 The small UAV used for polarization-compassing research.
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FIGURE 9.9 The output of a calibrated and aligned polarization compass (solid line) compared to the output of a  
calibrated magnetic compass (dotted line) during flight on a UAV.
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view 120° wide by 150° high. The forward-look-
ing median ocellus has a horizontal field of view 
of approximately 160° and a vertical field of view 
of 40° [29]. Behind each ocellus is a retina contain-
ing green- and ultraviolet-sensitive photorecep-
tors [30].

The dynamic and static properties of the 
ocelli have been known for some time due to 
work by Stange and others [30–32]. Individual 
L-neurons on the retina of median ocelli have 
been shown by Berry et al. [33] to have receptive 
fields of as little as 12°, allowing spatial informa-
tion to be preserved for possible higher-order 
processing in the brain. For the purposes of bio-
mimcry, we have considered the well-known 
intensity-based responses of dragonfly ocelli 
originally mapped by Stange [30]. The full func-
tionality of the ocellar visual system of the drag-
onfly has not yet been determined.

Gradients or steps of intensity between the 
sky and ground can be used to stabilize an 
aircraft or ground vehicle. The sky is much 
brighter than the ground in the blue through 
ultraviolet wavelengths [34] under almost all 
daylight conditions in almost all environments. 
Notable exceptions are environments covered 
in snow. In the simple case, consider ultravio-
let- or blue- sensors looking laterally outward 
on the right and left sides of a vehicle. Simply 
balancing the left and right intensities will 
ensure that both sensors are looking at the hori-
zon. A representative implementation of this 
concept is shown in Figure 9.11 (right), with a 
photodiode looking into each quadrant of the 
horizon. In the vertical plane, the sensors are 
arranged to look outward, with the center of 
the field of view aligned with the horizon. A 
variation of this system has been proposed by 
Stange in studies of dragonflies [30] and by 
Taylor in studies of locusts [35, 36], where the 
arrangement is equivalent to that of Figure 9.11 
(left) with no rear-looking ocellus and a wide-
field-of-view median ocellus.

The proposed control law was that the air-
craft (or insect) would tilt its head or body away 
from the darker side. In an ideal environment 
with a level horizon, the consequences of this 
control law are that the head and ultimately the 
wings would be level. Consider an aircraft fly-
ing toward the observer. When the aircraft is 
rolled left, as in Figure 9.12 (top), the right sen-
sor sees more sky and the left sees less. In the 
case of a sensor that sees a bright sky and dark 
ground, the right sensor will have a higher out-
put than the left. When the aircraft is rolled right 
as in Figure 9.12 (middle), the imbalance between 
left and right sensors reverses. When the craft is 
flying with wings level, as in Figure 9.12 (bot-
tom), the sensors register the same output 
signal. 

The same rule may be applied on the pitch axis 
for a device that looks forward and backward; the 
resulting equilibrium point is with the fuselage 
oriented horizontally. Clearly, the combination of 

FIGURE 9.10 The field of view of the dragonfly ocellar 
system: left lateral, right lateral, and median ocelli, mapped 
onto the view sphere. The measurements were made by 
observing the points that showed tapetal retro-reflections in 
each ocellus from an external light source. The hot-scale of 
color from white (maximum) to black (minimum) indicates 
the intensity of the retro-reflection.
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lateral- and longitudinal-looking sensors would 
allow full stabilization of attitude in pitch and roll 
(in an ideal environment).

Since insects do not have rear-looking ocelli, 
it can be assumed that the pitch reflexes caused 
by the median ocellus are referenced to the light-
level information sensed by the two lateral sen-
sors or the compound eyes. The solution of 
using overall light levels as a reference in the 
pitch axis is less reliable than the differential 
response on the roll axis. It appears that dragon-
flies have evolved higher-order processing in 
the median ocelli, including a selective response 
to the rate of pitch axis rotation [32], analogous 
to a rate gyroscope.

9.4.1 Sensor Signal Processing

Embedded hardware was constructed to test 
the concept developed in theory and simula-
tion. The resulting device is shown in Figure 
9.13. The ultraviolet channel used silicon-car-
bide diodes with integral ultraviolet-pass filter. 
The green channel used silicon diodes with an 
interference filter of bandwidth 100 nm cen-
tered at 550 nm.

FIGURE 9.11 Arrangements of sensors for intensity-based horizon stabilization. The configuration on the left is ideal 
but impractical in most aircraft due to the separation between nose and tail. The configuration on the right is convenient, 
at the cost of less definitive control over pitch.

Right
Lateral View

Left
Lateral View

FIGURE 9.12 The opposed sensors detect an imbalance 
in light levels. To correct the attitude error, the aircraft-
control surfaces must rotate the craft away from the dark 
side. The equilibrium position resulting from following this 
simple rule is level wings.
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For the sake of simplicity, we did not use 
optics to shape the fields of view of the ocelli. We 
thus depended on the intrinsic geometrical prop-
erties of the diodes. Fields of view of the each 

photodiodes were tested by rotationally sweep-
ing the field of view of each photodiode over a 
small, bright target (the sun). Their responses are 
plotted in Figure 9.14. The ultraviolet photodi-
ode had a circular field of view (full width at half 
maximum) of 100°, compared to approximately 
120° for the green photodiode.

From the data in Figure 9.2, it is evident that 
the sky is bright in all visible wavelengths and 
ultraviolet. The ground is relatively bereft of 
shorter wavelengths while remaining almost as 
bright as the sky in the green and red wave-
lengths. The sun, on the other hand, is very 
bright in all wavelengths captured by the scan-
ning device. Our main concern was to limit the 
effect of the sun and clouds on horizon 
stabilization.

The ultraviolet band showed a ratio of sky 
intensity to ground intensity of 15:1 or more, 
whereas the green and red bands had an overall 
ratio of 1.1:1 or less.

FIGURE 9.13 The device developed to mimic the func-
tion of ocelli consisted of eight photodiodes composed of 
four ultraviolet/green pairs. Two pairs were used to emulate 
the broad frontal field of view of the median ocellus.
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Reliance on the green band for stabilization 
would fail due to lack of reliable contrast. Reli-
ance on the ultraviolet band alone would be sat-
isfactory under some circumstances but would 
fail in others. For example, in Figure 9.15, where 
the sun is within the field of view of one ocellus, 
the aircraft will bank to turn toward the sun.

For the purposes of horizon stabilization in 
fair weather, the green band can be seen as a sun 
detector, contributing little to the distinction 
between sky and ground but removing biases 
caused by the sun. The effect is shown graphi-
cally in Figure 9.16.

Considering the signals received by the two 
calibrated point-light sensors on one side of the 
aircraft, we get

where Ol(t) is the left-side output signal, whereas 
Ul(t) and Gl(t) are the ultraviolet and green signals 

(9.10)Ol(t) = Ul(t) − Gl(t),

from the photodiodes on the left side. If the sun 
is not within the field of view of the pair of sen-
sors, then Gl(t) can be treated as constant, i.e.,

and changes in Ol are driven only by changes in 
Ul. Should the sun be visible to the sensor pair, 
the output becomes

where S is the change in intensity caused by the 
sun, a constant and almost equal in the green 
and ultraviolet bands for our purposes. There 
are other bright objects in the sky, such as clouds, 
which diffuse sunlight, and these also can be 
considered as a common-mode signal S.

We refer to this method as spectral opponency 
due to the subtraction of the two spectral 
bands to extract the feature of interest, the 
horizon.

The signal that drives the actuator on the axis 
orthogonal to the view directions of the two sets 
of photodiodes is produced from the difference 
of the signals from either side; thus,

where A(t) is the processed actuator signal. This 
processing eliminates the effects of green light 
intensity on the output signal yet also varies in 
amplitude with the absolute level of ultraviolet 
light in the environment (which may complicate 
control system design). The basic function of the 

(9.11)Ol(t) = Ul(t) − G,

(9.12)
Ol(t) = [Ul(t) + S] − (G + S) = Ul(t) − G,

(9.13)A(t) = Ol(t) − Or(t),

Σ

Roll Command

UV UV

UV UV

FIGURE 9.15 A simple implementation of the ocelli using 
only ultraviolet light will fail under some circumstances.

FIGURE 9.16 The environment measured by a green-sensitive sensor is illustrated on the left; in the center is the same 
measurement by the ultraviolet sensor. With the correct weighted sum of the two sensors, the effect of the sun can be 
removed.
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control system shown in Figure 9.17 will cause 
the behavior shown in Figure 9.12.

9.4.2 Static Test

The ocelli were simulated using data from the 
scanning device carrying the ocelli implementa-
tion. Intrinsic to the simulation was the ability 
to roll, pitch, and yaw in order to determine the 
response of the elements of the ocelli to move-
ments of the horizon.

When the simulation was run with lateral 
ocelli only, the advantage of spectral opponency 
became clear. The simulated vehicle was sub-
jected to roll, pitch, and yaw motions within a 
virtual viewsphere created with the simulated 
data.

On the roll axis, the difference between the 
signal from each side in corresponding wave-
lengths was always non-zero at zero roll angle. 
Following the simple light-balancing rule, this 
approach would lead to a significant bank angle. 
When the signal considered was the spectrally 
opponent signal from each side, it was apparent 
that the bias caused by the sun was much 

smaller, with a crossover point very close to zero 
(Figure 9.18). Rotation about the yaw axis sim-
ply showed that variations in skylight levels in 
the ultraviolet and green wavelengths had mini-
mal effect on the difference between the opposed 
spectrally opponent signals (Figure 9.19). In 
contrast, the individual photodiode voltages 
showed significant variations between right and 
left throughout the rotation.

The simulation revealed that the spectrally 
opponent signal-processing technique is a signifi-
cant improvement over the ultraviolet intensity-
balancing approach proposed after the first 
investigation of the dragonfly ocelli [30] while 
remaining biologically plausible. In earlier work 
[37], we attempted to use the originally described 
function of the ocelli for stabilization on both 
pitch and roll axes. Adequate stabilization was 
observed in roll, with inconsistent results in pitch. 
In these flight-test experiments, we chose to use 
a longitudenal axis control system based on baro-
metric pressure that indirectly maintained a sta-
ble pitch attitude. Advanced biomimetic ocelli 
with designs inspired by recent advances in biol-
ogy [32] might control the pitch axis more robustly.
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FIGURE 9.17 The environment measured by a green-sensitive sensor is illustrated on the left; in the center is the same 
measurement by the ultraviolet sensor. With the correct weighted sum of the two sensors, the effect of the sun can be 
removed.
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FIGURE 9.19 The signals from the photodiode configuration when the simulated body holding the ocelli was yawed. 
As the fields of view of the ocelli pan around the horizon, the difference between left and right light levels should be zero 
or close to zero. Due to the asymmetrical light distribution caused by the sun, the ultraviolet and green diode signals do not 
remain equal on the left and right sides. The sensor channel using the difference between left and right spectrally opponent 
signals did not deviate substantially from zero throughout the yaw motion.
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9.4.3 Flight Test

The ocelli-based autopilot was given control of 
the aircraft for periods of approximately 10 s, 
and the inputs and outputs were logged. The 
control system commanded aileron deflection 
proportionally to the sensed differences between 
the spectrally opponent signal from the photo-
diodes. A transient occurred on all photodiode 
responses at approximately 0.25 s at the transi-
tion between the pilot and the autopilot.

The raw unscaled data from the photodiodes 
in Figure 9.20 show stable green-channel out-
puts and less stable ultraviolet-channel outputs. 
This is due to the already observed lack of con-
trast in the green band between sky and ground 
on clear days (Figure 9.2). The control system 
held the difference between left and right oppo-
nent signals in Figure 9.21 at low levels.

Figure 9.22 shows a series of GPS trajectories 
over the horizontal plane from the aircraft under 
control of the ocelli. The estimated radius of 

curvature indicates a roll angle of less than 2° in 
each case.

9.5 OPTICAL-FLOW CONTROL OF 
HEIGHT AND COURSE

Navigation requires more than holding a 
heading and maintaining an upright attitude. 
Cross-wind must be compensated by adjusting 
heading, and the ground must be avoided for 
most of the flight.

9.5.1 Optical Flow

Apart from the spectral and polarization aspects 
of insect vision, there is also optical flow. 
Humans sense this aspect of vision as well, but 
flying insects are unusually dependent on it. 
Optical flow is the angular motion of the visual 
field as perceived by an imaging device. A mov-
ing platform observes the relative motion of the 
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world around it as patterns of optical flow. For 
the simplest case of a downward-looking per-
spective-projection camera mounted on a for-
ward-moving aircraft flying over flat ground, 
as shown in Figure 9.23, the optical-flow vector 
�f  is given by

where �v is the velocity, r is range to the ground, 
and k is the camera constant that scales world 
coordinates to image coordinates. Note that �f  
is a 2-dimensional vector on the perspective-
projection camera’s imaging plane. From this 
simple equation, it is also clear that if k, �v, and 
�f  are known, then r can be computed. There is a 
substantial literature debating the exact means 
used by insects to compute optical flow [2, 39]; 
however, it is well established that insects use 
optically detected relative movement of the 
world extensively for flight control.

Rotation in pitch and roll in the case of a fly-
ing insect or vehicle will also appear as optical 
flow. If �f  is optical flow in pixels per second, 
then

where �ω is a rotation orthogonal to the direc-
tion of view. The effect of rotation is not signifi-
cant for insects if they stabilize their heads (in 
dragonflies, using the ocelli), so rotation angles 
do not always enter the visual system. If not, 

(9.14)�f = −k
�v

r
,

(9.15)�f = −k �ω,

at any significant height, optical flow induced 
by rotation of the head will be the primary 
measurement produced by the optical-flow 
system. In a strap-down system [38], rotation 
can be canceled by measuring the rotation 
using gyroscopes and subtracting the effect 
from the optical-flow field. Unlike the effect of 
translation, rotation induces an optical Flow 
pattern that does not vary with distance to the 
surface viewed.

In all experiments and equations that fol-
low, rotation was removed by software com-
pensation of the optical-flow vector using gyro 
measurements from the attitude reference in 
the aircraft.

9.5.2 Height

The difficulty faced by aircraft navigation sys-
tems is that there is no absolute instantaneous 
measure of inertial-frame velocity. Airspeed is a 
measure of dynamic pressure relative to the air-
mass in which the aircraft is flying. True airspeed 
(vtas) is the airspeed measure compensated for 
the barometric pressure and temperature. Veloc-
ity is the resultant of the vtas along the well-
calibrated and compensated magnetic heading 
unit vector ( �m) and the wind ( �w), as shown in  
Figure 9.24; thus,

(9.16)�v = vtas

�m

| �m|
+ �w.

FIGURE 9.23 The simplest case of an optical-flow measurement from an aircraft: a downward-looking camera, a for-
ward-moving aircraft, over a flat surface.
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Wind may not be a significant issue for a fast 
platform; however, the forward velocity of a 
micro UAV might approach 0. A simple feed-
back loop attempting to reduce altitude to 
increase optical flow to some expected value 
might reduce altitude until contact with the 
ground occurs.

The difficulties of computing height from a 
single optical-flow sensor at an instant are 
intractable. Obvious solutions, such as 
modulating speed and observing changes in 
direction of flow or magnitude of flow, will 
succeed under some conditions but fail under 
others. In the experiments described in the 
remainder of this section, when altitude was 
being computed, |�v| was the speed output of a 
GPS. A fast or robust system could ignore the 
GPS velocity and rely entirely on vtas with a 
potentially insignificant reduction in the 
accuracy of altitude flown.

9.5.3 Course
Correction of the course over the ground is pos-
sible using optical flow and a heading reference. 
Substituting from Eq. (9.14), we get

hence, any changes in r have no effect on the 
angle ∠�f , but only on the magnitude |�f |. Thus 
measurements of optical-flow direction and 
magnetic compass (or gyro compass) heading 

(9.17)�f = −
vtas

�m
| �m|

+ �w

kr
;

provide the direction of flight. The direction of 
flight is calculated from the sum of the magnetic 
heading vector angle and the optical-flow vector 
angle; thus,

Obviously, the solution to following a desired 
path is to fly the desired heading on the bearing 
reference ∠ �m, measure ∠�f , and compensate the 
desired heading. This could be considered as a 
single step, repeated at discrete intervals of min-
utes or seconds, as is appropriate compared to a 
human pilot. The alternative is to run the system 
as a closed-loop regulator, with the difference 
between the actual heading angle and the desired 
heading direction as the error to be nulled. The 
regulator shown in Figure 9.25 was implemented 
in the flight test. A simple proportional/integral/
differential (PID) regulator was used to manage 
the bank angle that causes change of heading.

9.5.4 Flight Test

The small UAV used in the experiment is shown 
in Figure 9.26. Optical flow was implemented 
using a single sensor from an optical computer 
mouse. The sensor provides a reliable optical- 
flow signal under most daylight conditions. 
It was designed for high optical-flow rates (as 
would be experienced within 1 mm of a desk-
top). The optics we fitted had a narrow 5° field 

(9.18)∠�v = ∠ �m − ∠�f .

FIGURE 9.24 If navigation is done purely by heading, wind causes the direction of travel to be the resultant of the true 
airspeed along the heading direction and the wind vector.
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of view to provide enough optical-flow signal 
when in flight.

The flight-control system was configured to 
control height using optical flow and GPS 

velocity, and heading using the direction of 
optical flow, combined with a magnetic com-
pass. The environment was a flat expanse of 
desert. The ground track was maintained to 

FIGURE 9.25 A simple PID regulator using compass heading and direction of optical flow removes wind drift in flight.

FIGURE 9.26 The UAV used for the flight trials was an electric-powered model aircraft with a 2 m wingpsan. It was 
fitted with an autopilot capable of conventional GPS/inertial flight and customized autonomous modes of flight. The optical-
flow sensor was configured to gaze directly downward.
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within 1° over an 800 m trajectory, shown in 
Figure 9.27.

The altitude computed using optical flow was 
offset using the known height of the ground. 
This allowed the flight-control system to switch 
between GPS altitude and optical-flow altitude 
without large steps. Optical flow depends on 
visual texture on the ground and is thus 

somewhat dependent on the environment. As 
Figure 9.28 shows, there is close agreement 
between the optical-flow computation and GPS 
over the 800 m flight.

9.6 CONCLUSION

Integration of sensors and controls into a robust 
system is a challenge in biomimetic flying sys-
tems. Implementations of each of the sensors 
function as part of a flying system, but the 
system does not yet operate as an integrated 
whole. Each sensor has weaknesses. Optical 
flow requires texture, ocelli require a distinct 
horizon, and polarization requires visibility 
of the sunlit or moonlit sky. There are layers 
of behavior above the simple reflexes we have 
implemented that would allow systems to con-
tinue to operate in adverse conditions. What 
we have shown is a series of reflexes that are 
capable of almost complete control of a UAV 
using only light from the environment, which 
is radically different from conventional naviga-
tion avionics.

We have demonstrated substantial auton-
omy with an array of simple sensors in a sim-
ple environment. Insects use optical flow over 
the entire visual field for flight control; they 
have a distributed view of the polarization pat-
tern above and below the horizon. The polari-
zation-sensitive array in the dorsal rim extends 
over a large arc of the sky. Ocelli may have 
spatial resolution required to detect motion 
and resolve the horizon. A comprehensive sen-
sor suite emulating the insect optical and neu-
ral system would provide the means to 
implement these behaviors robustly in com-
plex environments.
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corrected for lateral drift using optical flow; the green/right 
trace is a flight immediately afterward in which the optical-
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10
Biomimetic Textiles

Prospectus
In a sense, the archetype of bioinspiration for 
materials design and use is textiles. The field of 
biomimesis has spawned many new materials and 
continues to be a fruitful field of investigation. This 
chapter presents the current state of bioinspiration 
in textiles, how this has resulted in improved 
fibrous materials, how it may inform our continued 
progress. Because I have found many preconceived 
notions about the field that need addressing before 
the application of biomimetics to textiles can be 
truly appreciated, I begin with an introduction 
to textiles. Next, naturally enough, the discipline 
of biomimesis is introduced and then fleshed out 
in terms of its textile engineering importance. 
Following this, some details on fiber and textile 
science and engineering are discussed and biological 
concepts germane to our topic are presented. In the 
last step in this journey, the marriage of biomimesis 
and textiles is performed and some consequences 
revealed. Finally, I offer some prognostications on 
the topic.

Keywords
Biomimetic, Cellulose, Clothing, Cotton, Fabric, 
Fiber, Hagfish slime threads, Inspiration, Mussel bys-
sus, Natural fiber, Polypeptide, Resilience, Spider 
silk, Strength, Sustainable, Technical textiles, Textiles, 
Toughness, Wool, Yarn.

10.1 TEXTILES

Clothing is quintessentially human. Although 
there are, of course, reports of other species 
using natural materials for shelter, there are no 
reports, for example, of monkeys wearing cloth-
ing of their own making, the organ-grinder’s 
friend notwithstanding. It is a common belief 
that humans used animal skins and even vegeta-
tion (e.g., fig leaves) as coverings for protection 
from the elements. Body covering may also have 
been concocted for purposes such as decoration 
or prestige. Whatever their inception, textiles 
and clothing have been present in human his-
tory since the earliest records and reflect both 
the raw materials available to people and the 
technologies that they developed.

Textiles, which here includes the fibers that are 
then made into yarn and thence into fabrics (as 
we shall see, there are many  intermediate and 
transitional steps in the general  process), appar-
ently appeared in the Middle East during the  
late Stone Age. In fact, humans’ use of biological 
fibers is a venerable art: We have been spinning 
natural fibers into yarns and forming yarns into 
fabrics for over 8,000  years [1].

C H A P T E R
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From those early times to the present, the 
continued development of methods of textile 
production has broadened the available choices 
of textiles and thus influenced how people 
clothe themselves and protect themselves from 
their surroundings. The study of the DNA of the 
body louse has allowed us to infer the length of 
time during our evolution that humans have 
been wearing clothing. The common louse 
 particular to humans diverged from its ances-
tors possibly as long as 650,000 years ago [2]. 
Scientific research, based on the study of the lice 
that infest modern humans estimates that 
humans have been wearing clothing for at least 
107,000 years [3]. Thus, it is clear that the 
 manufacture of clothing and related textiles is a 
venerable and integral part of human culture. 
In fact, the ubiquitous nature of textile materials 
renders them essentially invisible; nonetheless, 
as it was in ancient times, textiles remain a criti-
cal component of our modern infrastructure.

The first actual textile, instead of skins simply 
sewn together, was probably felt [4]. In modern 
incarnations, felts can be made from essentially 
any fiber through the nonwoven fabric manu-
facturing process, which is introduced in Section 
10.3.1.3; originally, however, felts were made 
only from animal hair fibers. The surface of a 
hair fiber (keratin) such as wool has scales 
(Figure 10.1). When a bundle of such fibers, ran-
domly oriented, is subjected to mechanical 
motion, especially in the presence of moisture, 
the scales interlock in a ratcheting fashion, caus-
ing a relatively permanent fabric structure, i.e., 
felt, to be formed. Animal hair felt is the earliest 
form of a nonwoven fabric. Other fabric types 
require first that the fibers be formed into yarns.

It is not clear when humans first discovered 
that fibers, such as from wool or cotton, could be 
twisted together into the larger and more robust 
structure of yarns, but it is clear that this has 
been done from prehistoric times. Nonetheless, 
the engineering aspects of the processes for 
mechanized yarn formation were not well devel-
oped until the Industrial Revolution. Clothing 

production continued to be accomplished by 
hand until sewing machines became common in 
the 19th century, thereby facilitating production 
of apparel.

In essence, to produce a yarn, the randomly 
oriented fibers must first be aligned and rarefied 
and then twisted together. Carding, the process of 
combing the fibers into alignment, was originally 
done by hand using card flats, flat or curved 
boards with wire teeth. The carding machine was 
developed to increase the speed of production by 
using rotating drums with the card wire on them. 
The output of the card, the card web, is a thin mat 
of oriented fibers. This mat is pulled together to 
form the card sliver (the i is pronounced eye). 
Although there are ancillary steps in the process, 
we will not review them here; the sliver is then 
drawn out to a smaller diameter and fed into the 
spinning machine. The familiar spinning wheel 
was a human-powered machine developed to 
spin the fibers into yarns. An earlier system, the 
spinning bobbin, was gravity powered.

At the yarn-spinning machine, the most obvi-
ous level of hierarchical structure is introduced 
by making the yarn (having a high aspect ratio) 
from fibers (also with high aspect ratio, albeit of 
smaller diameter). However, the fibers, which 
are thin structures with a high aspect ratio, are 

FIGURE 10.1 SEM micrograph of a Merino wool fiber. 
(Photo: Dr. Mevlut Tascan)
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made of polymers, which are long chain-like mol-
ecules. These molecules are, of course, very thin, 
to say the least, but the transverse dimension of 
fibers is somewhat larger, ranging from as large 
as 100 μm down to the nanometer scale. Yarns, 
whose diameter is again increased in relation to 
that of fibers, are composed of these long, thin 
fibers. This type of hierarchy of form is a domi-
nant feature in textiles, as it is in nature. Because 
of this development of structure, yarns and fib-
ers have many of the same properties, such as 
high aspect ratio and good flexibility, but the 
yarn is stronger and may be much longer. In 
fact, the length of natural fibers ranges from 
about 1 in. for cotton to up to 6 in. for wool, so 
spinning makes the natural material more 
useful.

Fibers and yarns are, in a sense, one-dimen-
sional. To provide the function of protection 
mentioned earlier, the dimensionality must be 
increased. Fabric-forming processes provide 
higher dimensions, from the  two-dimensional 
clothing fabric to robust  three-dimensional 
structures. Fabrics that are  composed of yarns 
have the most broad  application field, and the 
three basic classes of yarn-based fabrics are 
woven, knitted, and braided. These are briefly 
covered in Section 10.3.1.3.

It is generally agreed that there are two essen-
tial methods of fabric formation from yarns: 
interlacing and interlooping. Knits basically are 
formed by connecting loops of yarn. There are 
several types of knits, and each has a specific set 
of properties, but the basic idea is represented 
by the simple jersey knit. This fabric structure 
exhibits a great deal of dimensional fluidity and 
flexibility. Some other knit structures offer 
increased control over the dimensional stability 
and also impart a higher flexural modulus [5].

In contrast with knits, woven fabrics and 
braids are formed by the interlacing of yarns. The 
quintessential braiding process is that of a 
 maypole celebration, where two or more groups 
of people dance in opposite-directed twirling 
and interlacing circles around a pole, each person 

holding the end of a ribbon of a (woven) fabric, 
the other end of which is tied to the top of the 
pole. In manufacturing a braid, yarns or mono-
filaments are used. There are multiple rotating 
yarn carriers, determining the desired complex-
ity of the braid [5]. Renderings of two braids are 
shown in Figures 10.2 and 10.3, one with 6 yarns 
(Figure 10.2) and one with 16 (Figure 10.3).

The braid structure, sometimes referred to as 
a plait, has a resulting dominant property best 
represented by the monkey trap. When the braid 
is pulled (lengthened), the inner diameter of the 
tube reduces and tightens onto whatever is 

FIGURE 10.2 Rendering of a braid comprising six yarns. 
(Used with permission: Kevin John, www.kevinjohn3d.com.)

FIGURE 10.3 Rendering of a braid comprising 16 yarns. 
(Used with permission: Kevin John, www.kevinjohn3d.com.)

http://www.kevinjohn3d.com
http://www.kevinjohn3d.com
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inside. One very common use of a braid is to 
enclose a collection of elastic strips to make bun-
gee cord. When the braid is extended to the 
point where the yarns are pressed against one 
another, the braid cannot be extended further 
and is quite strong and rigid.

Simple plaiting results in one component 
lying over and under its nearest neighbors, with 
the number of interlacings depending on the 
complexity of the braid. It is thus structurally 
analogous to a woven fabric, with the two major 
differences being that the plain weave is a flat 
structure (although it is possible to weave com-
plex 3D shapes), whereas the braid is intrinsi-
cally a tube and there is a skew angle of the 
structure relative to the major axis. In a plain 
weave, nearest neighbors cross over one another, 
whereas the yarn interlacing may occur with 
some complexity in braids. The mechanical 
properties are, of course, significantly different 
between the two. Tension at 45° applied to a 
plain weave results in a skew deformation 
(square to diamond). Tension (compression) 
applied axially to a braided tube, which is analo-
gous to the skew load on a plain weave because 
the plaiting lies at 45° to the tube axis, results in 
an extension (shortening) with associated nar-
rowing (expansion) of the tube. These actions 
have been exploited in making artificial pneu-
matic  muscles. These artificial muscles have an 
elastic  membrane (hose) inside the braid, which, 
when inflated with air, expands, causing the 
braid to shorten [6]. Although perhaps not a per-
tinent  example of biomimetics per se, this is 
nonetheless an application of a textile material 
to mimic a  biological function. Some plant struc-
tures do resemble braids [7].

Woven fabrics, perhaps the most ubiquitous of 
all fabrics, are produced by interlacing yarns on 
a weaving loom. The most basic weave is a plain 
weave, shown in Figure 10.4. There are two sets 
of yarns (at the most essential level), called the 
warp and the weft. The warp runs the length of 
the fabric, and the weft is in the cross-wise direc-
tion. In the rendering shown in Figure 10.4, the 

larger-diameter element depicts the weft yarn; in 
real fabrics, the warp and weft yarns are more 
nearly matched in size. This is a representation of 
a woven structure as it would be produced on a 
shuttle loom. The weft yarns are continuous, so 
the edges of the fabric (the selvedge) are neat, 
without loose ends. Fabric formed using shuttle-
less weaving machines—there are several types 
of these looms and they are faster—have loose 
selvedges.

The word textile is often assumed to be syn-
onymous with cloth used for apparel, sheets, 
towels, and similar items. Admittedly, the pre-
dominant and most venerable use of fibers and 
yarns is for apparel fabric and bed sheeting. 
Nonetheless, there is a broad range of common 
textiles that sometimes goes unnoticed, ranging 
from floor coverings and upholstery to tenting 
material. Beyond these textile materials, we find 
fibrous materials in industrial and architectural 
applications, some with structures and func-
tions very different from everyday textiles. The 
commonly used fibers and some of the specialty, 
high-performance fibers are discussed in Section 
10.3.1.1.

Development in the field of modern textiles 
parallels that of synthetic fibers. The cost and 
 limited survivability of natural fibers, with the 
possible exception of mineral fibers, limit their use 
in demanding environments. Extremely high 
loads and rates of loading, high temperatures or 

FIGURE 10.4 A visual model rendering of a plain-weave 
fabric. (J. Manganelli, personal communication. Used with 
permission.)
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chemically corrosive situations, prolonged expo-
sure to radiation, or attack and degradation by 
biological entities (e.g., microbes) are severe limit-
ing factors for engineering of structures using 
natural fibers. Synthetic fibers made from poly-
mers such as polyester, nylon, and polypropylene 
provide the textile engineer with a broad palette 
of reasonably inexpensive fibrous materials, 
which are capable of displaying very good physi-
cal and chemical properties. If we add to this list 
high-performance fibers, such as aromatic poly-
amides or aramids (e.g., Kevlar®), polybenzimida-
zole (PBI), carbon, and others, extremely high 
temperatures or direct exposure to flame are about 
the only factors limiting the engineer. In fact, 
though, PBI and the aramids (such as Nomex®) 
are highly flame resistant. It is important to have 
knowledge of all the properties of the fiber in use, 
since there are strong trade-offs between proper-
ties. For example, PBI does not easily ignite and 
burn, but it is not stable to strong acids; Kevlar is 
very strong, but it is not very resistant to abrasion; 
and carbon fiber is strong but extremely brittle [5]. 
Engineers must realize the limitations of each 
fiber type when designing a material in terms of 
the stresses of the production techniques needed 
to form fibrous materials.

The 20th century saw the invention of syn-
thetic polymers, in particular nylons and poly-
esters. Given the low prices of the petroleum 
feedstock at that time, volumes of these syn-
thetic fibers, eventually surpassed the natural 
fibers, and today synthetics make up two-thirds 
of the textiles produced worldwide. Synthetic 
fibers have benefits over natural fibers for sev-
eral reasons. For example, synthetic fiber diam-
eters can range from the nanoscale to 
monofilaments suitable for fishing, with mate-
rial properties consistent from batch to batch [5].

Synthetic polymers are attractive in terms of 
their properties; nevertheless, their use is  coming 
under close scrutiny owing to the fact that the 
feedstock for synthetic fibers, petroleum, is finite. 
Furthermore, global environmental awareness has 
tarnished some of the luster of synthetic polymers. 

Given this situation, the synthetic fiber industry as 
it currently exists will change and be replaced by 
an industry based on renewable feedstock.

One type of relatively modern fabric is the 
class of nonwoven fabrics, in which the compos-
ing fibers (almost exclusively synthetic) are 
combined directly into the fabric structure. 
There are two broad classes of nonwovens, with 
several members in each class. In one class, the 
synthetic fibers are extruded directly into a fab-
ric structure; in the other, the fibers are first 
formed and then the fabric is made from them, 
with no intermediate step such as yarn forma-
tion. In the first class, the direct polymer-to-fiber 
lay-down process, there are a few subclasses, 
but in essence the fibers as they leave the spin-
neret are laid down on a moving belt to form a 
fabric, which is generally relatively thin. Melt 
blowing and spun bonding are the names of two 
such processes. These materials are not consid-
ered further in this chapter.

The second class of nonwoven fabrics requires 
the fibers be first made by a fiber production 
process, packed and shipped, and then made 
into the fabric. Applications range from paper 
(made from processed wood pulp, generally) to 
automobile headliners (made from synthetic fib-
ers). In papermaking, slurry containing the fib-
ers is cast onto a porous belt and vacuum pressed 
and dried. It is an example of a wet-lay process. 
Consolidation is accomplished by hydrogen 
bonding between the cellulose molecules in the 
pulp as it is dried. The dominant nonwoven pro-
cess not using a slurry (so, dry-lay) uses needle-
punching, i.e., entangling of the fibers, generally 
synthetic, by multiple penetration of a web of 
the fibers by barbed needles. The fabrics pro-
duced in this process can vary from relatively 
thin to quite thick and heavy. Even for the thin, 
lightweight materials, nonwoven fabrics do not 
have the drape properties required for comfort-
able apparel. Nonetheless, they are relatively 
inexpensive to manufacture and find many dis-
parate uses, mostly in industrial settings and 
technical textiles.
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10.2 BIOMIMICRY

10.2.1 Biology

We have argued the importance for having 
an understanding of textiles to developing an 
appreciation of biomimetic textiles, and so it is 
with biology. Since my background is in poly-
mer and textile physics, my presentation of the 
foundations of biology is consequently limited.

In trying to make sense out of what we see in 
the world about us, we first classify things into 
ordered categories so that we can have rational 
discussions about what we see. In biology, this 
exercise has reached a pinnacle of development, 
and rightly so: The living world is intensely 
complex, and one must have a name for what-
ever is being discussed. However,  biological 
classification schemes are only a part of scientific 
taxonomy. A common example of a general tax-
onomy is of the processes in learning [8]. In fact, 
the term taxonomy can simply refer to system-
atic knowledge organization. One use reflects 
the biologist’s penchant for the classification of 
living organisms and is a hierarchical classifica-
tion of things or concepts in what may be con-
sidered a tree structure. A more recent usage of 
the term is to refer to any controlled vocabulary 
of terms for a subject area domain or a specific 
purpose. The terms may or may not be arranged 
in a hierarchy, and they may or may not have 
even more complex relationships between each 
other. Thus, taxonomy has taken on a broader 
meaning that encompasses subject-specific glos-
saries and thesauri, controlled vocabularies, and 
ontologies [9]. Biological classification is differ-
ent from some other classification systems 
because the similarity between organisms placed 
in the same class is not arbitrary but is instead a 
result of shared descent from common ancestry; 
that is, evolution determines the class.

With the advent of molecular biology, which 
was heralded by the elucidation of the struc-
ture and function of DNA, the field of biology 
was given a firm footing in the science of 

biochemistry, and from that, chemistry, and by 
extension, physics. Modern biology thus has 
become more accessible to practitioners in the 
physical sciences and engineering. It is because 
of this interaction that the field of biomimetics 
has entered its adolescent growth spurt, as it 
were. If we consider the work of Leonardo da 
Vinci in developing his flying machines in the 
late 1400s, we witness inspiration from nature. 
Within the arcane knowledge base that is bio-
logical  science, there is a veritable trove of 
materials and processes that is only now begin-
ning to be tapped.

Finally, as regards biology, the natural world 
has several intricate examples of systems engi-
neering if we look at it from the appropriate per-
spective. Germane to the present chapter, the 
quintessential example of systems engineering in 
biology is a spider’s orb web. The system aspect 
of these webs is apparent when one takes into 
account the different properties of the various 
silk fibers in the web. The mooring lines and the 
radial framework are composed of the very 
tough dragline silk; the flagelliform  capture silk 
spiral linking the radial members is more exten-
sible and still tough. This member allows the 
web to absorb the kinetic energy of the flying 
insect without breaking, while relying on the 
dragline silk for support [10].

10.2.2 Key Principles of Biomimicry

The key principle of biomimesis is to use the nat-
ural biological world as source of inspiration and 
as a guide in the development of new materials. 
Detailed study of systems and organisms within 
natural  systems, which may be used as models 
in science and engineering of new materials, is 
required. However, one must recognize that such 
a study must focus on elucidation of the relation-
ships between structure and function in natural 
systems in order to apply the fruit of such study 
in engineering.

Biomimicry has experienced a rapid develop-
ment since Janine Benyus published her seminal 
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work in 1997. In that work, she defined biomim-
icry as having three primary components [11]:

•	 	Nature as model. New solutions to human 
problems.

•	 	Nature as measure. Ecology/evolution as the 
standard of what works.

•	 	Nature as mentor. Learn from nature, not take 
from nature.

The view Benyus presented is that of natural 
systems as a source for inspiration, which is 
predicated on an active study of what nature 
presents and focused on what solutions nature 
employs. Nature is a mentor, not a resource to 
exploit; thus, we are directed to nature to assess 
the viability of our solution. This is  sustainability, 
and the standard is high.

The evolution of biomimicry has spawned 
several terms around which to form discussions. 
One of the earlier terms for this field is bionics, 
and biomimetics was coined in the early 1950s. 
Bionic became a much more popularized term, 
thanks in part to the entertainment industry (The 
Bionic Woman television show, for example), 
while  biomimetics and biomimicry remained the 
purview of the scientific community. Other terms 
are also in use. The NRC report Inspired by Biology 
provided the following definitions [12]:

•	 	Biomimicry. Learning the mechanistic 
principle of a natural function and then 
trying to achieve that function in a synthetic 
material.

•	 Bioinspiration. From observing a particular 
task performed by a natural system, gain 
inspiration for a synthetic system to effect 
the same task.

•	 	Bioderivation. Hybrid between natural and 
synthetic materials and functions.

As we explore how we may take inspiration 
from nature to design fibrous material struc-
tures—textiles—that mimic natural systems in 
process, form, and function, it is important to 
keep in mind that fibrous structures are inherently 
hierarchical: From the long-chain polymer comes 

high-aspect-ratio fibers; the fibers are combined to 
make yarns and threads, which are then compiled 
into fabrics, which increase the dimensionality of 
the hierarchy. Thus the  materials we consider 
include the polymers that comprise the fibers, 
which are often  synthetic, but there is a broad 
palette of natural fibers from which to choose. In 
fact, the available fiber  materials have been bol-
stered by molecular biology, the extremely inter-
esting and fruitful study of  recombinant DNA, 
which has provided  researchers with new tools 
with which to study nature’s fiber materials in 
order to mimic them and to make new ones [13]. 
In terms of higher-order constructions, plants and 
animals have both provided insight into textile 
structures. One thing we find is that there is still 
much to learn about using nature’s models of sus-
tainable manufacturing in our own manufactur-
ing of  mimicked materials.

10.3 BIOMIMESIS IN TEXTILE-
MATERIALS ENGINEERING

10.3.1 Textile-Materials Engineering

One of the themes in this chapter has been rec-
ognizing that, in order to appreciate how the sci-
ence and engineering of textiles and fibers have 
been informed by nature, it is helpful to have at 
least a basic understanding of the field. This sec-
tion lays the foundation for later exposition of 
some bio-inspired textiles by further developing 
the reader’s fiber and textile base.

10.3.1.1 Fiber

Fiber is a dietary necessity. Fibers are a clothing 
necessity. It is this latter use of the term fiber that 
is relevant here. Interestingly, dietary fiber at the 
microscopic level resembles a cellular structure 
[14] reminiscent of plastic insulating foams, and, 
of course, synthetic fibers are made from plastic.

Organic fibers, whether natural or synthetic, 
are made up of linear-chain polymers, with the 
most common natural fibers being cotton, wool, 
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and (silk worm) silk, and common synthetics 
being polyesters, polyolefins, and polyamides. 
Other commercial polymers used in synthetic 
fibrous materials include the aromatic polyam-
ides (such as Kevlar®) and other high-perfor-
mance polymers. The common traits among these 
materials derive from their being composed of 
linear chains that have been oriented and locally 
crystallized during fiber production, as discussed 
later in this section. In contrast to fiber production 
in natural systems, synthetic fiber production 
generally requires the use of high temperatures 
and pressures and/or unfriendly solvents. Con-
sequently, there has been much exploration into 
the natural systems (silkworms and spiders being 
the most common) in order to devise more sus-
tainable methods of fiber production.

Natural fibers are essentially exclusively com-
posed of either cellulose (e.g., cotton and flax) or 
protein (e.g., wool and silk). As in the case of the 
synthetic fibers, these natural polymers also 
comprise (mostly) linear polymers with orienta-
tion and crystallinity. Because the cellulose mol-
ecule is consistent between plants,  cotton, flax 
(linen), ramie, and hemp all have the same basic 
polymer structure. There are other constituents, 
such as lignin, which vary in amount, however, 
depending on the source. In addition, the degree 
of crystallinity may also be different, which con-
tributes to the different properties of the fibers. 
The cross-sectional shape of the fiber also con-
tributes to its properties. Cotton is bean-shaped 
in cross-section, whereas ramie tends to be more 
angular [5]; hence, the flexural rigidity, being 
strongly influenced by the moment of inertia, is 
much different for each of these fibers. Cotton is 
a seed hair, whereas the other fibers derive from 
the plant itself, such as the stem. This difference 
in function helps us understand why there are 
marked differences in structure: Form follows 
function. Common to all plant-derived fibers is 
cellulose. An organic compound with the chemi-
cal formula (C6H10O5)n, cellulose is, by this for-
mula, a polysaccharide. Unlike other saccharidic 
materials, such as starch, the cellulose chain 

consists of up to 10,000 β(1→4) linked d-glucose 
units.

Wool is the hair of sheep. As such it is a protein, 
a polypeptide composed of a specific set of amino 
acids. Silk (from the silkworm) is the cocoon mate-
rial housing the pupae, and, like wool, silk is also 
a polypeptide. The different amounts of the various 
amino acids in wool  vis-à-vis silk account for the 
differences in the properties of the two fiber types. 
In addition, owing to their different functions,  
the physical structure of the fibers is different. Wool 
fibers have scales (see Figure 10.1), whereas the 
surface of silk fibers is relatively smooth. The pupae 
are delicate and so need a smooth cradle in which 
to grow. It is generally agreed [5] that the function 
of scales on hair, which imparts a roughness to the 
fiber, is to help keep the skin of the animal clean. 
The protruding edge of the scale points away from 
the skin, making more difficult the progression of 
detritus from the tip of the hair to the skin. Also, 
dead epidermal cells will be preferentially moved 
from the surface of the skin toward the tip of the 
fiber, i.e., away from the skin, as the hair grows.

It seems reasonable to presume that the natu-
ral world was the inspiration for the earliest 
engineering forays into fiber manufacturing, or 
fiber spinning. The process by which the natural 
fibers, notably the silk materials but also hair, are 
produced is essentially that of extrusion. Not all 
fibrous materials in nature are formed through 
extrusion, however. The growth of seed hairs 
and plant stems does not follow an extrusion 
model. Nor does the byssus thread of the mussel. 
Nonetheless, the resulting fibers all have the 
same microstructural characteristics. Of course, 
natural extrusion is conducted under ambient 
conditions, which is not the case for the synthet-
ics, but nonetheless the similarities are 
remarkable.

Irrespective of whether the process is natural 
or synthetic, the polymer, in a fluid state, is 
pumped through a small orifice or, in the case of 
synthetics, simultaneously through many small 
orifices. The orifice is referred to as a spigot in 
spider silk spinning. The plate containing a 
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collection of spinning orifices for synthetic fiber 
manufacturing is called a spinneret. The spinneret 
resembles a showerhead. After the polymer fluid 
passes out of the spigot or spinneret, the natural 
and synthetic processes begin to diverge. In the 
natural process, the filament is  immediately put 
to work; it is in its final, useable form, having 
solidified just before exiting the spigot. In syn-
thetic fiber manufacturing, the filament remains 
fluid close to the face of the spinneret. The fila-
ment is stretched and solidified (by cooling or 
solvent removal) prior to being wound up on a 
package. There are more details to this process, 
but that is the process at its most basic.

Orientation of the chains is achieved by the 
applied longitudinal stress and the extensional 
flow field during the fluid or semifluid phase of 
fiber production. Crystallization is a  consequence 
of annealing (aided by applied stress, in some 
instances). Both of these material structural 
attributes are critical to the final fiber having the 
desired properties, and they must be  carefully 
controlled [15].

The interesting science and engineering from 
the standpoint of structure development occur 
at distinctly different points in the fiber produc-
tion process, natural vs. synthetic. In natural 
systems, the development of structure occurs 
within the host. In synthetic extrusion, with 
apologies to polymer extruder engineers, very 
little of interest occurs prior to the face of the 
spinneret. It is in this region that, under the 
influence of mechanical and thermal stresses, 
the fiber structure is developed.

Since the next step, yarn production, was devel-
oped using natural fibers, which have restricted 
lengths and some degree of roughness to their 
surface, and since neither property occurs auto-
matically in synthetic fiber production, the syn-
thetics must be made to have more natural 
features: They are cut to short lengths to yield 
staple fibers, and they are crimped to be not 
smooth or straight. Then they can be processed 
into spun yarns. It is important to note that fila-
ment yarns of silk and synthetic fibers are useful 

in their own right. Fabrics made from filament 
yarns have excellent drape characteristics. Fila-
ment yarns are also useful as the reinforcement 
phase in composites.

10.3.1.2 Yarn

The next step up in the hierarchy of textiles is the 
ordered collection of fibers into a yarn, which  
is achieved by twisting, called spinning by  
practitioners, of the staple fibers into a yarn. The 
feedstock for yarn spinning is a several hundred 
pound bale of randomly oriented fibers, either 
natural or synthetic, which must be opened and 
individual fibers separated and aligned. Hence, 
at the most fundamental, all the yarn-forming 
processes have the goal of entropy reduction 
and the result of improvement in strength. The 
fibers are twisted so as to increase the strength of 
the interfiber cohesion. The most common of the 
spinning processes currently in use is ring spin-
ning, so named because of the ring that carries the 
nascent yarn in a circle as it is being twisted. The 
degree of fiber-to-fiber overlap, the surface char-
acteristics of the fibers, and the degree of twist 
and the tightness of the twist, in addition to the 
fiber strength, all contribute to the yarn strength 
and flexibility. There have been and continue to 
be many developments in yarn spinning. I com-
mend the interested reader to  Goswami et al. [16].

10.3.1.3 Fabric
Fabric as a concept has many facets. The  common 
thread running through the manifestations of 
the  concept is that the elemental component is 
a fiber. The fiber is paramount, but the interme-
diate  structures, if any, are critical in their own 
right. The properties of the individual fibers do 
have an impact, albeit limited, on the ultimate 
mechanical properties of the fabric and strongly 
influence its chemical and thermal properties. 
The properties of a fabric that influence comfort 
are strongly influenced by both the fiber type 
and the fabric structure.

The earliest type of loom, and still the most 
commonly used in the production of fine fabrics, 
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is the shuttle loom, so named because the weft 
yarns are woven into the warp yarn sheet by 
being carried across the width of the fabric on a 
shuttle. Other means of weft insertion include 
the airjet, projectile, and rapier, each of which 
has its own benefits and liabilities. For example, 
weaving speeds can be very high on a loom with 
airjet insertion in comparison with a shuttle, and 
so the airjet is most often used for commodity 
flat goods such as bedsheets and pillowcases.

For our purposes, let us consider only the 
shuttle loom. For the weft to interlace with the 
warp, the relative position of neighboring warp 
yarns must be changed; the term for this is that 
a shed must be formed in the warp through 
which the weft yarn is inserted. The most ele-
mentary manner of accomplishing this is 
through a harness-and-heddle system. The heddle 
is a wire-like structure with a hole in it through 
which a warp yarn is passed. There is one hed-
dle for each warp yarn (in a plain weave). The 
heddles are collected in a set of harnesses, the 
number ranging from two or four up to eight. 
The harnesses are raised and lowered 
 programmatically by a cam; the machinery limi-
tations of space preclude a loom from having 
more than eight harnesses when using a cam 
mechanism. Other shed-forming methods do 
exist [5,17]. Two harnesses are used to weave the 
plain weave, with nearest-neighbor warp yarns 
passing through every other harness. The 
 harnesses are raised and lowered in an alternat-
ing fashion, forming a simple alternating shed. 
With each pass of the shuttle the shed is reversed. 
The final step after weft insertion is beating up 
by the reed, during which the weft is pressed 
against the prior weft, forming the fell line of the 
cloth. The force with which the reed is pressed 
to the fell line determines of the tightness of the 
weave.

With the use of more than two harnesses, 
other weaves may be produced. Each type of 
weave has its own set of properties. For exam-
ple, the satin weave (Figure 10.5) has the very 
characteristic feel of satin-smoothness because of 

the long floats, i.e., yarns that are not interlaced 
with each neighbor, in the warp direction. (The 
satin weave identifies the long floats as being in 
the warp direction.) Of course, this structure is 
prone to snagging, also as a consequence of the 
long float. This weave has been used as the rein-
forcement in composites because there is not so 
much bending stress on the warp yarns. Many 
other woven structures are possible [17].

10.3.2 Bioinspiration as it Informs 
Engineering

There are many popular examples of nature-
inspired engineering. The most common exam-
ple is Velcro®, modeled as it is after the hook 
shape of burrs. The most recent entry is the gecko, 
with a multitude of small hair-like appendages 
on its feet [18]. The question remains, however, 
as to the order of, or the route to, the inspiration.

Consider bamboo as a  composite. It seems 
clear, at least in terms of the time sequence of 
events, that the field of fiber-reinforced compos-
ites research was not predicated on a morpho-
logical study of bamboo; if anything, the 
language of composites has been used to 
describe the observed structure of bamboo. Or, 
take  synthetic fiber spinning, discussed in Sec-
tion 10.3.1.1. Again, this technology was devel-
oped through scientific and engineering research, 

FIGURE 10.5 A visual model rendering of a satin-weave 
fabric. (J. Manganelli, personal communication. Used with 
permission.)
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not through study of silkworms and spiders. As 
with composites, the language of fiber spinning 
developed a lexicon with which to discuss natu-
ral fiber spinning: spinneret, extensional flow, and 
liquid crystalline phases were not terms used by 
the early entomologists to describe their 
observations.

Those comments notwithstanding, what is 
currently happening is that biology is informing 
engineering practice, in particular with respect 
to sustainability, as well as novel structures. 
Again, take the gecko, for example. The mystery 
of the ability of the gecko to traverse smooth 
surfaces at virtually any angle has been resolved 
as a consequence of the nanoscaled hair-like 
structures on its feet. Contemporaneously, 
humans have learned how to make nanofibers, 
so we now have gecko-like material [18].

It is important to note that, without the 
required maturity of fiber science, this develop-
ment would not have been possible and that the 
development of nanofibers was not in response 
to discovering gecko feet. It was instead the curi-
osity of physical scientists and engineers, striv-
ing to make ever-smaller fibers for their own 
sake. As my good friend Julian Vincent would 
say, however, “Physics deals with nature at such 
an adaptable level that physicists think of their 
own science as underpinning everything else … 
but it is worth considering that there are so many 
mechanisms waiting to be discovered in biology 
that perhaps the study of living organisms is the 
basic science, and physics is just a special case” 
[19]. I may choose to say physics has the source 
of its power as a reductionist science, whereas 
biology is proud to explore complexity.

10.3.3 The Marriage: Bioinspiration with 
Fibrous (Textile) Materials Engineering

I have reviewed a broad set of the work on 
 biomimetics in textiles per se in a recent book chap-
ter [20]. My current area of interest encompasses 
the study of biomimetic fibers more than general 

textiles, and so I conclude this chapter with a dis-
cussion of biomimetics in the fiber area of textiles. 
Readers interested in a more broad treatment 
of textiles in biomimesis are commended to the 
above reference. However, I will intersperse a few 
points of textile interest here.

10.3.3.1 Apparel

One of the emerging new methods of coloration 
of textile materials is through the interference 
phenomenon that is the basis for coloration of 
butterfly wings. In general, the butterfly wing 
consists of two or more layers of small scales 
resident on a membrane, which allow diffrac-
tion to occur. See the accompanying chapter on 
structural colors.

Researchers in the Advanced Fiber-Based 
Materials (AFBM) Center of Economic Excel-
lence at Clemson University demonstrated some 
fibers that mimic the coloration process used by 
the natural world, from butterfly wings to beetle 
backs. Those materials display color by the 
interference of white light reflected from several 
layers within each fiber, resulting in a fiber that 
changes color with viewing angle, without the 
use of dyes [21]. This is a different approach to 
some of the work done by commercial fiber 
manufacturer Teijin, which produced a fiber 
called Morphotex® that mimics the microstruc-
ture of Morpho butterfly wings to produce struc-
tural color. The fiber, made of either polyester or 
nylon, has more than 60 laminated layers of 
nanometer dimension [18].

In addition to the fashion aspect, protective 
equipment is an important area of textiles and 
apparel. One such application is reviewed in 
Section 10.3.3.4 in the discussion of byssus thread 
sheathing. It is relevant to note here that recent 
applications of shear thickening fluids, although 
perhaps not directly biomimetic, have gained 
some traction. In this instance, incorporation of 
a viscous material with a viscosity that increases 
with shear rate has been shown to improve bal-
listic protection. An armor composite material 
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that contains a ballistic fabric impregnated with 
shear thickening fluid has been invented [22].

10.3.3.2 Biomedical Materials
As discussed by Sinclair [23], the alignment 
of cells in the direction of the grooves on an 
etched surface, i.e., contact guidance, gov-
erns the growth behavior of many cell types, 
including epithelial cells, oligodendrocytes, 
astrocytes, and fibroblasts. Capillary-Chan-
neled Polymer™ (C-CP™) fibers are fabri-
cated with micrometer-scale surface channels 
aligned parallel to the fiber axis by melt-extru-
sion through Clemson University proprietary 
spinnerets at Specialty Custom Fibers (www.
specialtycustomfibers.com). The microscale 
surface topography and comparable groove 
dimensions of the C-CP fibers provide the sur-
face topography necessary to align cells along 
the axis of each fiber. The specific target for this 
work was the anterior cruciate ligament (ACL), 
which is composed primarily of fibroblasts 
and extracellular matrix (ECM) organized in 
 parallel structural alignment consistent with 
their biomechanical function in resisting ten-
sile loading. Sinclair et al. concluded that the 
deep channels of the C-CP fibers appeared to 
be potential candidates to serve as scaffolding 
for a tissue engineering approach to ligament 
regeneration.

10.3.3.3 Technical Materials
ACTUATORS

The pneumatic muscle, which incorporates a 
braid and a bladder, as mentioned in Section 
10.1, is one type of actuator. However, actua-
tors modeled after squid tentacles provide us 
with an excellent example of biomimicry [24]. 
Whereas the braid/bladder muscle is an exam-
ple of mimicking rudimentary muscle action 
using the textile structure of a braid, those work-
ers report using the more complex structure of 
the squid tentacle as a versatile mobile arm. The 

other natural actuator that has been studied is 
that of the octopus [25]. In these instances, it 
was the structure of these types of appendages, 
as known to biologists, that led the engineering 
researchers to design an arm that would be as 
mobile.

SELF-CLEANING MATERIALS

Researchers at Clemson University developed a 
super-hydrophobic fabric based on the “lotus” 
effect. To create the lotus effect on a fabric sur-
face, they employed the deposition of both 
polystyrene (PS) and the triblock copolymer 
polystyrene-β-(ethylene-co-butylene)-β-styrene 
(SEBS) simultaneously on a model substrate. 
The selective dissolution of PS by ethyl acetate 
(EA), which acts as a solvent for PS and as a non-
solvent for SEBS, created a porous hydrophobic 
rough surface on the substrate. This method of 
surface modification was applied to a polyester 
fabric and resulted in a practically nonwettable 
textile material [26, 27].

RESPONSIVE MATERIALS

Observation of the spontaneous unfolding of 
tree leaves led Kornev of Clemson University 
to develop deployable wet-responsive fibrous 
materials [28]. This is an application of super-
absorbency in which the physicochemical 
energy of wetting is converted into mechani-
cal energy to effect fabric bending. Electrospun 
nanofibers of alginate, a natural biopolymer 
extracted from seaweed and that a gels upon 
cross-linking with calcium chloride, were incor-
porated between fabric layers. When wetted, 
the alginate layer swells to orders of magnitude. 
One result of this work is a scroll that unrolls 
itself upon wetting.

Natural mechanical deformation sensors use 
filiform hairs (cilia) as the transducer. One 
 common example is the inner ear of humans. 
The cilia are responsible for acoustic perception 
as well as for balance. Other examples include 
the detection of flow or inertial forces in other 
vertebrates and insects. Optimized through 

http://specialtycustomfibers.com
http://specialtycustomfibers.com
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natural selection, these transducers surpass any 
current technological embodiment in terms of 
sensitivity. Nonetheless, there are devices based 
on micro electro mechanical systems (MEMS) 
that make use of such things as piezoelectricity. 
Most commercially available vibration and 
acceleration sensors function by spring-mass 
systems and electronic detectors. A  cilia-mimetic 
system utilizing conductive fibers has been sug-
gested [29]. Nanofibers of polypyrrole, tagged 
with a magnetic material, were used as  detectors 
on giant magneto resistive multilayer  sensors. 
As the artificial cilia are deformed, the magnetic 
tip interacts with the underlying sensor.

10.3.3.4 Strong and Tough Fibers (Spiders, 
Hagfish, and Mussels)

The basic components of animal fibers are 
mainly structural fibrous proteins as found 
in hair, tendon, cartilage, skin, arteries, and 
muscles of mammals or in cuticles and silks 
of arthropods, such as insects and arachnids. 
The individual proteins making up these fibers 
are of a specific amino-acid sequence, often 
sharing specific amino-acid motifs from one 
type of material to another. In addition, the 
individual fibrous proteins have the ability to 
assemble into a supramolecular network, such 
as macroscopic fibers. The resulting network 
structure, generally insoluble in water, is main-
tained by a combination of labile cross-linking, 
hydrophobic interactions, hydrogen bonding, 
and electrostatic interactions that are created 
between distinct amino-acid molecules in the 
protein [30].

The molecular architecture (sequence and 
composition) of the individual proteins form-
ing the network, together with the amount and 
type of intermolecular interactions involved, 
determine fiber mechanical and physical prop-
erties. Some of the fibers are composed of rub-
ber-like or elastomeric proteins such as elastin 
or resilin that confer a high degree of elasticity 
to the fiber while retaining relative strength. 
Embedded within the matrix are crystalline 

domains, imparting the elasticity needed for 
specific function.

Engineering new customized protein fibers 
that have designed mechanical properties pre-
sents a challenge. To achieve this goal, the 
molecular architecture of the molecules com-
prising these fibers, as well as their assembly 
process, needs to be fully understood in order to 
control assembly in any manufacturing process. 
Protein fibers are more accessible to needed 
engineering analysis, and tremendous efforts 
are being made in this field to understand the 
structure/function relationship of protein poly-
mers. Because of the availability of technologies 
allowing the manipulation of genes encoding 
for these proteins, the perspective of designing 
and manufacturing new protein-based poly-
mers is promising [31].

SPIDER SILK

Like insects, spiders also manufacture silk; 
however, the silk gland location and associated 
 spinning  systems are somewhat different in that 
spiders do not use modified salivary glands as silk 
glands.  Spiders possess one or more silk glands 
located in their abdomen that are each linked to 
specialized external  structures called spinnerets 
located on the ventral part of their abdomen. A 
duct of a particular length and shape, depend-
ing on the spider and silk gland considered, links 
each type of gland to a certain type of spinneret. 
The soluble silk made by specialized cells in the 
gland wall is collected in the lumen. The soluble 
silk in a liquid crystalline phase [32] is slowly pro-
cessed into a fiber as the molecules move through 
the long duct and are subjected to chemical and 
physical stresses and modifications. The silk fiber 
that the spider pulls out with its legs is insoluble 
and exits through specialized hair-like structures 
called spigots covering the spinnerets [33].

The most characterized spider silks are the 
ones produced by spiders belonging to the  genera 
Nephila and Araneus. A picture of Nephila calvipes 
from my laboratory is shown in Figure 10.6.  
These spiders, considered highly evolved spiders, 
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are all orb-web weaver spiders whose  survival 
relies on catching insects in an elaborate web 
structure. These types of spiders possess seven 
types of glands and are able to produce seven 
types silks of very different mechanical properties 
and compositions that each have a determined 
function and use (i.e., web-building silks, cocoon 
silk, dragline, and swathing silk). More primitive 
spiders (i.e., Mygalomorphae) only have one type 
of silk gland producing a silk used for cocoon 
swathing or, in some cases, lining the borrow of 
certain underground trapdoor spiders such as 
Antroaediatus unicolor.

The best-characterized silks are the dragline 
silk (major ampullate silk) used for construction 
of the web frame or as a safety line when the orb 
weaver spider drops from elevations, and the 
viscid silk (or flagelliform silk) forming the cap-
ture spiral of the web. These silks differ in their 
repeat structures, resulting in different tensile 
strengths and elasticities.

Amino-acid analysis of the spider silk used 
for orb-web building showed that these silks are 
characterized by the presence, in very high pro-
portion, of glycine and alanine residues for drag-
line silks and glycine and proline residues for 
flagelliform silks [34]. This finding has strong 
implications for silk properties in that glycine 
and alanine are very simple molecules, compris-
ing hydrogen and a methyl group, respectively, 
leading to linear polymers.

X-ray diffraction and nuclear magnetic reso-
nance spectroscopy studies demonstrated that 
the dragline silk fiber protein contains glycine-
rich repeats alternating with alanine rich-repeats; 
crystalline regions made of linked polyalanine 
regions are organized in anti-parallel β-sheets 
alternating with amorphous regions [35]. The 
polyalanine domains can form noncovalent 
cross-links or hydrogen bonds between the indi-
vidual  proteins and alternate either with a gly-
cine-rich proline containing pentapeptide, 
supposed to be  responsible for the fiber’s elastic-
ity [36], or with a glycine-rich tripeptide, which 
forms a small 310 helix (3 turns in 10 amino-acid 
units), supposed to link highly crystalline and 
more amorphous regions [37]. The structure of 
the pentapeptide motif is modeled after that of 
the elastin  pentapeptide and is thus expected to 
form β-turns, which in tandem would take the 
shape of an elastic β-spiral and act as a spring 
[37]. Spider dragline silks are very tough fibers 
due to a  combination of high tensile strength 
(400 kpsi) and high extensibility (35%). Flagelli-
form silks are also very tough fibers, far more 
elastic than dragline silks (up to 200%) as a result 
of the presence of these long regions containing 
repeats of several elastic motifs [31].

HAGFISH SLIME THREADS

In recent years, spider silks have been presumed 
to be a model material for the design of protein 
fibers that possess substantial physical proper-
ties and are ultimate sustainability; unfortu-
nately, attempts at  making artificial spider silks 

FIGURE 10.6 Female Nephila clavipes on a female Homo 
sapiens digit. (Photo: Janci Despain.)
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through recombinant DNA approaches have not 
met this promise.

The hagfish, which resembles an eel in 
appearance (Figure 10.7), has a skeleton entirely 
made of cartilage and no scales. Its body cover-
ing is a soft skin containing many glands, which 
can be seen in Figure 10.7, that produce very 
large amounts of slime as a defense mechanism. 
This slime contains long microfibers, thought to 
entrain water, which accounts for the gel-like 
property [38].

Some work on the mechanics of protein fibers 
from the slime of hagfish suggests that these fibers 
might provide an additional biomimetic model. 
The proteins within these slime threads adopt 
conformations that are similar to those in spider 
silks when they are stretched. Draw processing of 
slime threads were found to yield fibers compara-
ble to spider dragline silk in strength and tough-
ness. From a biomimetic textile vantage point, the 
slime itself is a soft, fiber-reinforced composite 
with very interesting properties [39].

MUSSELS

Mussels, which survive in ocean wave-swept 
tidal zones, owe their success in these extreme 

conditions to a unique fiber system that provides 
robust attachment to any surface, including 
rocks, piers, and bridges [12]. This attachment 
system, the mussel byssus, is deployed as an 
array of threads composed essentially of col-
lagen. Distinct from the extrusion process of 
silk, the byssus is assembled in the foot of the 
mussel [40]; consequently, and what makes the 
byssus threads unique, the threads have the 
unusual mechanical property of being stiff at 
one end and 160% extensible at the other end. 
The extensive literature on the distinct structure 
and molecular composition of the two regions of 
the byssus has been reviewed by Waite et al. [41]. 
The proximal region contains loosely packed 
coiled fibrils, providing the extensibility; the dis-
tal region contains dense bundles of filaments 
that account for the stiffness. In addition, thread 
stiffness and damping increase with increasing 
strain rate [42].

The mussel employs the strategy, relatively 
novel among most natural fiber producers but 
not unlike the scales present on wool, of coating 
the threads with a thin (2–4 mm) cuticle to 
 protect the core. To match the compliance of the 
byssus, the cuticle is infused with nanoscale 

FIGURE 10.7 Drawing of Eptatretus polytrema (hagfish). Source: Wikimedia Commons.
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granules, which increase the extensibility of the 
hard coating to 70%, making it more compliant 
than many synthetic polymer coatings [43]. 
Although toughening of polymers (mostly epox-
ies) by incorporating rubber particles is not new, 
this example still may provide us with some 
new mechanisms to explore. The mussel cuticle 
may thus inspire new thin composite coatings 
that are hard yet extensible. Such a system can 
have benefits as a bioinspired material—for 
example, as a protective sheath on elastomeric 
fibers.

10.4 CONCLUDING REMARKS

The extent of discovery of structure and func-
tion in biology apropos fibers and fibrous 
materials is merely beginning. The more that 
materials scientists and engineers engage with 
biological scientists and (genetic) engineers, the 
richer the possibilities become in both domains. 
Biologists can discover new motivations to 
drive their explorations, and the materials com-
munity will be taught new ways of making new 
materials.

As just one example, consider hagfish slime, 
discussed in Section 10.3.3.4. It is, after all is said 
and done, essentially a fiber-reinforced compos-
ite, albeit one whose function is not structural in 
the sense we normally associate with compos-
ites. Slime, as the name implies, is soft and mal-
leable, not firm. It may be possible to effect a 
slight modification of the matrix (the slime), 
which is largely composed of mucins, which are 
in the class of glycoproteins. Such a modification 
might be simply encouraging the formation of 
the disulfide bridges from the cysteine amino 
acids present in the protein [44] and have the 
goal of making the slime lightly less compliant. 
If the slime were more rubbery (elastic), it could 
serve a function, such as biodegradable packag-
ing, and with the intrinsic fiber reinforcement, 
the packing would be fairly robust.

The worldwide effort to devise a method for 
production of spider silk mimetic fibers from syn-
thetic proteins will eventually come to fruition. 
There have been some marked successes in this 
regard, and I suggest the reader follow the work 
of Florence Teulé in Randy Lewis’ group and 
Thomas Scheibel at Bayreuth University to see 
the remaining issues likely to be resolved under 
such intense effort. Nonetheless, the fiber is still 
a protein and so will have the associated limita-
tions on function; but then, all materials have 
limitations.

In summary, I hope I have piqued the curios-
ity of the reader to explore beyond my tantaliz-
ingly brief review. My aim was to give the reader 
a better appreciation of the truly remarkable 
world of textile materials, together with a 
glimpse into the audacity present at the interface 
between this venerable human endeavor and 
the ancient wisdom of biology. Just as textile 
materials underpinned the Industrial Revolu-
tion, exploring this interface with purpose and 
an engineering mindset will produce a materials 
evolution that we currently can barely 
appreciate.
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11
Structural Colors

Prospectus
Structural colors originate in the scattering of light 
from ordered microstructures, thin films, and even 
irregular arrays of electrically small particles, but 
they are not produced by pigments. Examples 
include the flashing sparks of colors in opals and 
the brilliant hues of some butterflies such as Morpho 
rhetenor. Structural colors can be implemented indus-
trially to produce structurally colored paints, fabrics, 
cosmetics, and sensors.

Keywords
Beetle, Bird, Bragg filter, Bragg phenomenon, Butterfly, 
Cholesteric liquid crystal, Circular Bragg phenomenon, 
Colloid, Cosmetics, Diffraction, Dragonfly, Electrically 
small particle, Fabric, Incoherence, Infinite ColorTM, 
Inkjet printing, Interference, Jellyfish, Layer-by-layer 
assembly, Latex, Multilayers, Nacre, Nacreous pigment, 
Opal, Optical sensing, Physical vapor deposition, Play 
of colors, Scattering, Sculptured thin film, Structural 
color, Thermal imaging

11.1 INTRODUCTION: COLORS  
IN NATURE

Humans, not to mention other animals, are fas-
cinated by and make use of colors that abound 

in nature. A visit to a large aquarium or an 
extended stroll in a garden during spring reveals 
the extensive panoply of bright colors that are 
used for signaling and camouflage in the biologi-
cal world. Most of the colors in the animal world 
are due to chemical pigmentation by dyes and 
pigments. With a few exceptions, floral colors are 
also of chemical origin [1]. Other colors––such as 
the glowing reds and ochres of sunsets, the blue 
and green hues of ocean water, the spectral colors 
of rainbows, and the intense colors of some min-
erals, animals, and plants––have purely physi-
cal origins based on optical phenomena such as 
refraction, reflection, scattering, interference, and 
polarization of light. Our eyes cannot distinguish 
colors based on their origin––physical, chemical, 
or mixed––since ocular mechanisms are entirely 
stimulated by rays or photons that seemingly 
emanate from an object but carry no information 
as to the mechanism of color production in that 
object. Moreover, mental imagery is created by 
electrical potentials and migrating ions in such 
ways that make color, as opposed to frequency or 
free-space wavelength, a partially psychological 
construct.

C H A P T E R
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Although colors of physical origin have been 
studied by technoscientists and artists alike, 
colors that have chemical origin have spawned 
and sustained entire industries, some for several 
millennia. However, physical colors are assum-
ing technical importance nowadays because 
their production does not entail the release of 
volatile organic compounds that not only pol-
lute the environment and are hazardous to life 
but also wreak havoc on endocrine systems, 
even when present in trace amounts.

11.1.1 Pigmental (Chemical) Colors

Chemical colors are produced by absorption of 
light in pigments, which are substances of definite 
chemical composition. The colors produced vary 
with the chemical nature of the pigment. Natu-
ral pigments can be extracted from the colored 
tissues of plants, woad, shellfish, or lichens by 
appropriate reagents. Pigments react to light in 
the same way, whether they are within or outside 
a biological object. Tissue or organisms showing 
only pigmental colors never have a surface gloss. 
Their color is not altered by immersion in any 
medium that does not chemically attack the pig-
ment [2]. The extraction of chemicals from plants 
and animals and their conversion into dyes and 
pigments have a history of several millennia. 
Only over the last 150 years have natural dyes, 
pigments, and inks been replaced, gradually at 
first but rapidly later, by the products of modern 
organic chemistry.

11.1.2 Structural (Physical) Colors

Butterflies need no introduction for the brightly 
iridescent wing surfaces a multitude of their 
species display. Colors in their wings arise from 
either pigments or the micro and nanostruc-
ture of scales, or both. Pigments (melanins and 
pterins, chiefly) found in butterfly wings pro-
duce yellow, orange-yellow, red, black, and 
brown colors. However, there are no pigments 
that can produce the iridescent blue, violet, and 

green colors observed in some butterfly species. 
For instance, some species of the Morpho genus 
found in the tropical and subtropical forests of 
South America flash magnificent blue colors 
with strong iridescence and metallic glossiness, 
as shown in Figure 11.1. So bright is the color 
of its wings that a Morpho butterfly can be seen 
from a distance of a few kilometers. Although 
pigment granules, mainly biopterin, have been 
found in the scales of some Morpho species, their 
quantity is considered to be insufficient to gener-
ate color [3–5]. Instead, it has been conclusively 
established during the last two decades that the 
blue colors of Morpho butterflies are caused by 
the complex structure of the wing scales.

FIGURE 11.1 Shadow box displaying (top) Morpho 
godarti and (bottom) Morpho didius.
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Structural colors are produced by optical phe-
nomena, such as scattering of light from ordered 
microstructures, thin films, and even irregular 
arrays of scatterers, the key being the morphol-
ogy of the substance. Striking are the luster of 
pearls and the iridescence of precious opals, 
both materials commonly used in jewelry and 
adored because of the play of colors that they 
display. Most fascinating are the brilliant colors 
of some rocks and shells, butterflies, beetles, 
fish, and birds, which arise from the texture or 
microstructure of their surfaces.

Structural colors are characterized by an 
intensely brilliant sheen that is almost metallic. 
As opposed to pigments, which scatter light dif-
fusely, structural colors usually exhibit direc-
tional effects, i.e., they vary either with the 
viewing angle or with the change from reflected 
to transmitted light. For example, the colors of 
a peacock feather undergo a complete cycle of 
change with the viewing angle of reflected light. 
In addition, when the feather is held up to the 
light, the vivid signature colors are replaced by 
a dull brown or black tint.

Structural color is usually destroyed by injury 
to the surface or by immersion in a neutral 
medium whose refractive index is substantially 
different from that of air. For example, the 
colors of a peacock feather disappear when the 
feather is thoroughly wetted with water or oil. 
In contrast to pigmental colors, structural colors 
exhibit high stability to acids, alkali, and light 
and do not fade with time. Change in tempera-
ture should not significantly affect structural 
color unless the thermal strains are very high. 
According to Mason [6], a structural color is not 
affected by chemical treatment of the structure 
creating the color unless the chemical reagents 
swell, shrink, or destroy the structure. Cer-
tainly, pressure, distortion, swelling, or shrink-
ing will alter the hue; however, a structural 
color cannot be bleached away, and no pig-
ments can be extracted by solvents or revealed 
by chemical tests. Structural colors are gener-
ally iridescent and all constituents of the  

incident white light can be found in the scat-
tered light. The presence of neighboring pig-
ments may, however, change the hue of a 
structural color.

Structural colors arise from different types of 
textured surfaces. For example, the wings of 
the mango moth (Bombotelia jocosatrix) are cov-
ered with a multilayered thin film. The color 
changes from green to yellow to orange and 
purple, simply depending on the layer thick-
nesses and the viewing angle [7]. In some spe-
cies of moths and butterflies, color arises from 
a diffraction grating formed by parallel ridges 
[8]. Both types of structures may be combined 
in the wings of some species, and some pig-
ment may also contribute color [9, 10]. In addi-
tion to the blue iridescence of the Morpho genus, 
the equally spectacular iridescence of beetles 
and birds, illustrated in Figure 11.2, has 
attracted scientific attention for more than a 
century.

Electron microscopy has greatly assisted in the 
elucidation of structural color in biological struc-
tures [11, 12]. It has revealed very complicated 
architectures, often involving a uniformly repeat-
ing structure, which interact with light to produce 
color. Therefore, structural color is very difficult 
to reproduce with high fidelity using artificially 
constructed structures, even when sophisticated 
manufacturing techniques of nanotechnology are 
employed. See Chapters 14–16 on solution-based 
techniques, vapor-deposition techniques, and 
atomic layer deposition.

Very importantly, during the last two  
decades many researchers have been inspired 
by structural colors in nature to develop new 
and safe alternatives to the conventional pig-
ments in order to reduce the use of hazardous 
and volatile chemicals. Applications have been 
sought in many industries such as cosmetics, 
textiles, and automotive paints. Our goal here is 
to guide the reader to a few of these applica-
tions, but let us also provide some insights into 
engineered biomimicry for coloration before 
proceeding to the applications.
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11.2 A BRIEF HISTORY OF 
RESEARCH

Perhaps the first description of structural colors 
was given by Isaac Newton [13]. In the second 
book of Opticks, he explained the brilliant plum-
age of the common Indian peafowl (Pavo crista-
tus), shown in Figure 11.3, as rising from optical 

interference from the thin transparent part of the 
feathers. About 200 years later, the emergence 
of the Maxwell equations provided a theoreti-
cal foundation to investigate structural colors.  
The brilliant colors of hummingbirds, but-
terflies, and beetles were intensively studied 
thereafter.

Until about 20 years ago, research on struc-
tural colors was motivated chiefly by the need 

FIGURE 11.2 (a) Fragment of an elytron of Lamprocyphus augustus. (b) The head of a male wood duck (Aix Spousa) 
displays both pigmental and structural colors. Courtesy of Joseph Grosh (Millersville University, USA). (c) The back of 
Anna’s Hummingbird (Calypte Anna). Courtesy of Joseph Grosh (Millersville University, USA). (For interpretation of the 
references to color in this figure legend, the reader is referred to the web version of this book.)
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to clarify the underlying physical mechanisms 
[14]. Rayleigh strongly supported the idea that 
the brilliant colors of hummingbirds, butter-
flies, and beetles are caused by multilayer 
interference. Shortly after Rayleigh, using the 
basic optical phenomenons such as scat- 
tering, interference, and diffraction, Bancroft 
explained the iridescent colors of specific 
insects, birds, and fish; gemstones; and natural 
phenomena such as sunsets, rainbows, and the 
blue color of the sky. Then Mason elucidated 
the relationship between the structural fea-
tures and the colors of a variety of birds and 
insects and provided simple methods for  
distinguishing between pigment colors and 
structural colors when present in insects, either 
singly or in combination.

However, a better understanding of biologi-
cal iridescence began to emerge after electron 
microscopes were pressed into service [15]. 
From the 1970s to the mid-1990s, Allyn and 
Downey [16–18], Ghiradella [3, 4, 19–23], and 
Tabata and colleagues [5, 24] described several 
biologically occurring arrays of uniformly 
repeating structures that interact with light to 
produce color. These developments led to 
another wave of extensive studies on struc-
tural colors, motivated mainly by applications 
for cosmetics, automobiles, and textiles of new 
materials to provide coloration without the use 
of hazardous chemicals. Notable applications-
oriented research has been carried out by 
Kinoshita and colleagues [11, 25–27] and the 
group of Saito [28, 29]. Vukusic and collabora-
tors [30–33] as well as Parker and collaborators 
[34–36] look for insects displaying unusual 
structural colors to identify natural structures 
that could be reproduced artificially without 
loss of optical functionality. Other efforts wor-
thy of mention have been reported by Vign-
eron et al. [37], Michielsen and Stavenga [38], 
Galusha et al. [39], and Sato and colleagues 
[40]. During the last few years, a few books 
have covered a wide range of topics related to 

FIGURE 11.3 Top: A male peafowl (Pavo cristatus) dis-
playing its tail feathers. Middle: Close-up view of the tail 
feathers of the male peafowl. Bottom: Common grackle 
(Quiscalus quiscula).
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structural colors [25, 41–43]: fundamental opti-
cal processes, natural photonic structures pro-
ducing structural colors, and applications of 
structural color.

The brilliance of structural colors and the 
huge potential for replication and engineering 
applications, as well as the big impact of pio-
neering Japanese research in this area, inspired 
the L’Oréal Art & Science Foundation in Japan 
to create the L’Oréal Art & Science of Color 
Prizes in 1997. Major monetary prizes are 
awarded to artists and scientists for research on 
color, the veritable link between art and science 
[44]. The 7th L’Oréal Art & Science of Color  
Gold Prize was awarded to Akira Saito, Shinya 
Yoshioka, and Shuichi Kinoshita (Osaka Univer-
sity) and Keiichiro Watanabe, Takayuki Hoshino, 
and Shinji Matsui (University of Hyogo) for 
their comprehensive research on the reproduc-
tion of Morpho blues using semiconductor 
lithography (the group from Osaka University) 
and the fabrication of individual nanoscale  
units with an accuracy of 10 nm (the group from 
University of Hyogo).

With the development of specialized tech-
niques to make nanostructures, a new research 
area has opened up in the present decade: rep-
lication of biological templates such as the 
wings of butterflies and cicadas. Nanofabrica-
tion techniques used for bioreplication include 
atomic layer deposition [45], nanocasting [46], 
nanoimprinting [47], and physical vapor depo-
sition [48]. (See also Chapters 14–16.)

11.3 PHYSICAL MECHANISMS FOR 
STRUCTURAL COLOR

The following optical phenomena have been 
identified as the causes of structural colors 
in nature: thin-film interference, multilayer 
interference, diffraction-grating effect, scat-
tering from irregular assemblies of small 
particles, and collaborative effect in irregular 

structured surfaces [11, 25, 49, 50]. In general, 
these optical phenomena can be classified into 
two groups of mechanisms of interaction of 
light with matter: (1) scattering from electri-
cally small particles, and (2) Bragg phenom-
ena, exhibited by structures with periodic 
morphology.

11.3.1  Structural Colors Due to 
Scattering from Electrically  
Small Particles

Scattering from irregular structures is known 
to produce color in the biological world. Mason 
[51] reported that the bluish color of some jel-
lyfish (Cyanea lamarcki) is that of a suspension 
of electrically small colloidal particles. Such a 
color is called a Tyndall blue, which varies from 
deep blue to pale white, depending on the par-
ticle size. The body colors of the dragonflies 
Mesothemis simplicicollis and Libellula pulchella 
arise for a similar reason [6]. Tyndall scatter-
ing is also the cause of chatoyancy, or the cat’s 
eye effect displayed by many minerals––such as 
the tiger’s eye shown in Figure 11.4––but even 
more spectacularly by the gemstone chrysoberyl 
(beryllium aluminum oxide). Chatoyancy, arises 
from the fibrous inclusions or cavities within the 
stone, and the luminous streak of reflected light 
is always perpendicular to the direction of the 
fibers.

Tyndall blue arises from the scattering of light 
from three-dimensional particles that are small 
(at least a tenth in maximum linear dimension) 
with respect to the minimum wavelength of the 
incident light and with a refractive index close 
to unity. Since the intensity of the light scattered 
by an electrically small particle depends directly 
on the fourth power of the frequency [52], light 
of shorter free-space wavelength (or higher fre-
quency) is scattered more strongly than light of 
longer free-space wavelength (or lower fre-
quency). Scattering by electrically small parti-
cles is called Rayleigh scattering. The Rayleigh 
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scattering of sunlight in the atmosphere is often 
touted as the reason for the blue color of the sky, 
although the response of the human eye also 
plays a significant role in the perceived color of 
sky light.

Rayleigh scattering is most prominently 
seen in gases and suspensions of electrically 
small particles. It is the elastic scattering of 
light from small and isolated particles scatter-
ing independently of one another. The neutral 
atoms or molecules in the air act as classical 
harmonic oscillators or dipoles. As the radia-
tion scattered from many isolated particles 
adds with random phase (incoherent scatter-
ing), the intensity and not the amplitude of the 
scattered light is proportional to the number of 
scattering particles. The total scattered irradi-
ance Is (or the intensity integrated over a sphere 
of radius r completely enclosing the particle) 

of each particle with  volume V can be written 
as [52]:

where K is a dimensionless constant that 
depends on the refractive index of the particle, 
Ii is the excitation intensity (incident light inten-
sity), λ is the wavelength of light in vacuum or 
free space, and the particle has been assumed 
to be spherical. This expression shows that 
Is/Ii ∼ 1/λ4 or Is/Ii ∼ f  4, i.e., the scattered inten-
sity is directly proportional to the fourth power 
of the frequency f. In addition, Rayleigh scat-
tering is of the elastic kind, which means that 
the scattered light has the same frequency as 
the incident light. Finally, Rayleigh scattering 
depends on the direction of incidence in rela-
tion to the shape and orientation of the particle 
and therefore is anisotropic. Hence, as shown 
in Figure 11.5, different colors are observed in 
light scattered by opalescent glass in different 
directions.

When the electrically small particles are 
sprinkled in an otherwise dense material con-
tinuum, then Rayleigh scattering is also 
affected by the dielectric properties of the host 
medium. For larger particles with diameters of 
around one wavelength or higher, the light 
scattered from the different parts of the parti-
cle may interfere and result in a more complex 
coherent scattering, colloquially known as  
Mie scattering [52].

Many of the noniridescent blues displayed by 
animals result from Rayleigh scattering. Some 
greens such as those of parrot feathers are due 
to the combined effects of yellow pigment in the 
feather barbules and the blue from Rayleigh 
scattering.

When the particle size is extremely small, on 
the order of a few nanometers, quantum effects 
occur and govern the colors displayed by nan-
oparticles. Figure 11.6 shows suspensions of 
ZnS-coated CdSe nanoparticles in toluene, an 
organic liquid. Semiconductor nanoparticles 

(11.1)Is =
K2IiV

2

λ4r2
,

FIGURE 11.4 Chatoyancy displayed by tiger’s eye, a 
South African mineral that is essentially quartz colored by 
iron oxide.
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are a subclass of quantum dots. The size 
dependence of the luminescence upon excita-
tion of quantum dots with ultraviolet light is 
manifested as follows: On increasing the diam-
eter of the quantum dots from 3 to 8.3 nm, the 

color of luminescent emission changes from 
green to red. This change is attributed to the 
effect of quantum confinement [53]. Since the 
structure of energy levels of a quantum dot is 
dependent on its size, the energy of the emitted 
photon is also determined by the diameter of 
the quantum dot.

11.3.2 Bragg Phenomenon

The concept of the Bragg phenomenon 
emerged in 1912 from studies of X-ray dif-
fraction from crystalline solids; it also applies 
to electromagnetics. If white light impinges 
obliquely on a photonic structure that can be 
represented as a set of discrete and identical 
parallel planes, each separated from its near-
est neighbors by a distance d, as shown in  
Figure 11.7, and the wave propagation vector 
of the incident light is inclined at an angle θ 
with respect to those planes, then light of free-
space wavelength

is specularly reflected due to constructive inter-
ference between neighboring planes. This angu-
lar selectivity of the Bragg phenomenon (often 
called diffraction) is a major cause of structural 

(11.2)λ = (2d sinθ)/m, (m = 1, 2, 3, . . .),

FIGURE 11.6 Quantum dots, each with a core of CdSe 
and a shell of ZnS, suspended in toluene. The color of a 
monodisperse suspension depends on the diameter of the 
quantum dots. A polydisperse suspension can even be white. 
Courtesy of Jian Xu (Pennsylvania State University, USA) 
and Ocean NanoTech LLC (Springdale, AR, USA). (For inter-
pretation of the references to color in this figure legend, the 
reader is referred to the web version of this book.) FIGURE 11.7 To explain Bragg’s law.

FIGURE 11.5 Rayleigh scattering in opalescent glass. 
The scattered light appears blue from the side, but orange 
light shines through. From www.flickr.com/photos/
optick/112909824/. (For interpretation of the references 
to color in this figure legend, the reader is referred to the 
web version of this book.)

http://www.flickr.com/photos/optick/112909824/
http://www.flickr.com/photos/optick/112909824/
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color, as exhibited by periodic multilayered 
structures––which are sometimes called Bragg 
filters.

Diffraction gratings provide another simple 
and widely exploited manifestation of the Bragg 
phenomenon. Most commonly, a diffraction grat-
ing is a periodically corrugated sheet of a metal 
that is much thicker than the skin depth. When 
monochromatic light is incident on the grating 
at an angle θ with respect to the mean plane of 
the grating, then reflected light can be seen 
propagating in possibly more than one different 
directions. These directions are oriented at 
angles

where d is the period of the grating. The direc-
tion for m = 0 is the specular direction. Only a 
few of the angles θm predicted by Eq. (11.3) being 
real (i.e., |cos θm| ≤ 1), there are only a finite 
number of nonspecular directions.

Periodicity need not be one-dimensional. It 
can exist in two dimensions as well as in three 
dimensions. For optical purposes, we can say 
that the relative permittivity tensor of a periodic 
material has certain periodic symmetries. Now-
adays these materials are called photonic crystals. 
These materials display a photonic bandgap, i.e., 
a λ-range in which propagation of light through 
the photonic crystal is not allowed in a certain 
direction [54]. An infinitely thick one-dimen-
sional photonic crystal does not display a com-
plete bandgap, which means that there is no 
λ-range, howsoever narrow, in which propaga-
tion is inhibited in all directions. Many incom-
plete bandgaps are exhibited by two- and 
three-dimensional photonic crystals. A complete 
bandgap is possible in some three-dimensional 
photonic crystals.

Most photonic crystals are fabricated artifi-
cially. The wavelength of light must be compa-
rable to the periodicity of the photonic crystal 
for the Bragg phenomenon and bandgaps to be 

(11.3)
θm = cos−1(cosθ + mλ/d), (m = 0, ±1, ±2, . . .),

exhibited [54]. For visible effects, the lattice 
 constant must be in the range of 100 nm–1 μm, 
which can be accessed with conventional nano-
fabrication and self-assembly techniques [53]. A 
natural photonic crystal is the precious opal, 
which is formed by a spontaneous organization 
of colloidal silica spheres on a crystalline lattice. 
Periodic arrays of micron-scale cavities in the 
wings of many beetles, such as the Japanese 
jewel beetle Chrysochroa fulgidissima, function 
optically as inverse opals [55]. Both opals and 
inverse opals are made artificially as well. A 
splendid two-dimensional example of artificial 
opal is presented in Figure 11.8, which shows a 

FIGURE 11.8 Photograph of a monolayer of close-
packed carboxylate-modified polystyrene spheres of 510-nm 
diameter deposited on a silicon wafer. Courtesy of A. Shoji 
Hall (Pennsylvania State University, USA).
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photograph of a monolayer of close-packed  
carboxylate-modified polystyrene spheres of 
510-nm diameter deposited on a silicon wafer. 
Intense colors are displayed, depending on the 
viewing angle and the packing density.

11.4 STRUCTURAL COLORS FROM 
NATURAL PHOTONIC 

STRUCTURES

Let us now consider a few biological examples 
of the two main mechanisms of physical color 
formation. Butterflies display some of the most 
vivid colors in nature that result from the inter-
action of light with a wide diversity of micro-
and nanostructures in their wings. Similarly, the 
exocuticles of many beetle species are brightly 
colored. Currently, the morphology of biological 
tissue can be associated with three types of pho-
tonic structures: periodic multilayered reflectors, 
diffraction gratings, and higher-dimensional 
photonic crystals.

11.4.1  Structural Colors Due to 
Periodic Multilayered Reflectors

Both geological and biological structures furnish 
numerous examples of periodic multilayered 
reflectors. Examples include the mineral labrador-
ite (calcium sodium aluminum silicate), wherein 
a regularly stacked lamellar structure of 300-nm-
thick layers creates the color [56, 57]. Another 
example is furnished by Nautilus shells that com-
prise alternating layers of organic and inorganic 
materials [58]. The luster of pearls also comes 
from constructive interference between adjacent 
unit cells of a periodic multilayered structure [59]. 
All three examples are shown in Figure 11.9.

Typically, the unit cell of a periodic multilay-
ered structure in nature comprises two layers, 
one of a higher refractive index than the other. 
Interference between adjacent unit cells causes 
a color to be displayed on reflection.

A particularly well-studied natural structure 
is nacre, which is the hard, pearly iridescent sub-
stance forming the inner layer of a mollusk shell. 
The lamellar microstructure of natural nacre 
consists of polygonal aragonite platelets, approx-
imately 5 μm across by 0.5 μm thick, wrapped 
in an organic matrix of conchiolin. Aragonite is 
a crystalline form of calcium carbonate; conchi-
olin is a substance of an organic nature based on 
polysaccharide and protein fibers.

Pearls exhibit an onion-like structure compris-
ing alternating layers of conchiolin and arago-
nite. Both materials are translucent, allowing 
light to penetrate a large number of unit cells, 
and the reflected light undergoes constructive 
interference. The interference effect determines 
the fineness of the pearl luster. It depends on the 
number of unit cells that take part in the reflec-
tion, which in turn depends on the translucency 
and thinness of the constituent layers. The pearly 
luster rises from a bulk effect connected with the 
depth of light penetration in the volume, which 
distinguishes it from the surface luster in certain 
sapphires [60]. Besides luster, many pearls and 
Nautilus shells also display iridescence that can 
be explained with a diffraction-grating effect from 
the edges of the overlapping successive layers 
(similar to the overlapping shingles on a roof).

Interference can also be observed as the 
metallic reflection from the elytrons (i.e., hard-
ened wings) of many beetles [61], as depicted in 
Figure 11.10. The scanning electron micrograph 
(SEM) in Figure 11.11 shows that the outer part 
of the exocuticle of longhorn beetles (Tmesister-
nus isabellae) consists of a periodic multilayered 
structure, and different colors are caused solely 
by thickness variations of the constituent layers 
[62]. Since the elytrons are smooth and relatively 
uninterrupted, the brilliant iridescent colors 
appear with highly metallic sheen.

Unlike butterflies, moths usually display 
dull brown and gray colors. However, there 
are exceptions, such as the Urania swallowtail 
moth (Urania fulgens), found in the Americas, 
or the sunset moth (Chrysiridia rhipheus) of 
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FIGURE 11.9 Structural colors due to periodic multilayered structures in (a) a labradorite specimen, (b) a Nautilus shell, 
and (c) pearls. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of 
this book.)
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Madagascar. Each scale of their wings com-
prises four or five layers of cuticle, approxi-
mately 40  nm  thick, which are held apart by 

tiny cuticle rods that allow the formation of 
100 nm air pockets. Both the alteration of the 
spacing and thickness of the cuticle layers and 
the incorporation of different pigments within 
the scale create various colors [50].

Interference is also the predominant cause of 
iridescent colors in birds (see Figures 11.2 and 
11.3) and some tropical fish. Most often, bird col-
oration originates from biochromes––pigments 
embedded within the feathers. However, no blue 
biochromes have been extracted from blue feath-
ers; instead, the blue color is entirely of structural 
origin.

The structures creating iridescent colors in 
birds are diverse, but all are based on ordered 
arrays of melanin granules within a keratin 
matrix in feather barbules. For example, the 
feathers of grackles and other birds in the family 
Icteridae range in appearance from matte black 
to iridescent. Melanin is densely packed in the 
barbules of matte-black species, but melanin 

FIGURE 11.10 Structural colors due to periodic multilayered structures in the exocuticle of beetles. (a) Japanese beetle 
Popillia japonica. Courtesy of Christopher R. Hardy (Millersville University, USA). (b) Dogbane beetle Chrysochus auratus. 
Courtesy of Gregory Hoover (Pennsylvania State University, USA). (For interpretation of the references to color in this figure 
legend, the reader is referred to the web version of this book.)

FIGURE 11.11 SEM of a scale of a longhorn beetle Tme-
sisternus isabellae [62]. Courtesy of Jian Zi (Fudan Univer-
sity, China). Reproduced with permission from the Optical 
Society of America.
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granules are arranged in ordered layers around 
the edges of feather barbules in iridescent spe-
cies. Spectrometry, transmission electron 
microscopy, and thin-film optical modeling 
have confirmed that these ordered layers typi-
cally create iridescence [63].

Periodic multilayered structures comprising 
guanine crystals (an organic material with high 
refractive index) separated by cytoplasm 
(a material with lower refractive index) hold the 
key to colored and broadband silver reflections 
in many fish. X-ray diffraction studies have 
revealed the guanine to be anhydrous. The SEMs 
in Figure 11.12 show isolated biogenic crystals 
from the skin of the koi fish (Cyprinus carpio) 
[64]. The crystals are semihexagonal thin plates 
(50–150 nm thick) and a few micrometers long. 
Because the axial component of the polarizabil-
ity tensor of a guanine molecule is significantly 
smaller than the transverse component, guanine 
is anisotropic. The koi fish exhibit an efficient 

mechanism to inhibit crystal growth in the direc-
tion of the molecular stacking. This way, the 
morphology of fish skin provides the best pos-
sible optical properties for reflection, due not 
only to constructive interference but also to bire-
fringence of guanine.

Stacking three or four periodic multilayered 
structures, each tuned to a different part of the 
visible spectrum, leads to broadband reflectance 
[65–67] and multiband reflectance [66]. It may 
be responsible for the silvery appearance of 
many fish, particularly herring (Clupea harengus) 
[68]. Another way to obtain silvery appearance 
is by having a multilayered structure with a 
large number of layers with random variations 
of thickness over a certain range and each made 
of one of two materials that differ in refractive 
index, as demonstrated by two species of fish: 
the hairtail (Trichiurus lepturus) and the ribbon-
fish (Lepidopus caudatus) [69]. Fish use the mirror 
effect for camouflage.

11.4.2  Structural Colors Due  
to Diffraction Gratings

Precious opals best represent structural colors 
that arise from the diffraction-grating effect. As 
shown in Figure 11.13, a precious opal exhibits 
intense colors that change with the viewing angle, 
a phenomenon called the play of colors. Scanning 
electron microscopy––see the images in Figure 
11.14––has revealed that precious opals contain 
layers of closely packed spherical particles of 
amorphous silica ranging from 150 to 300 nm 
in diameter [70]. The layers are stacked to form 
either a hexagonal or a cubic close-packed lattice. 
The luster and the play of colors in opals are thus 
due to the Bragg phenomenon, discussed in Sec-
tion 3.2. Equation (11.2) applies, with d = D for 
cubic close packing and d = (2/3)1/2 D for hex-
agonal close packing [71], where D is the diam-
eter of the silica spheres. With the assumption of 
normal incidence (sin θ = 1) and replacing λ by 
λ/neff, where neff is the effective refractive index, 
Eq. (11.2) transforms to λ = 2neff d/m, with m as 

FIGURE 11.12 SEMs of (a) isolated biogenic crystals 
from the skin of Koi fish, and (b) in vitro grown anhydrous 
guanine crystals crystallized from an anhydrous solution of 
DMSO. (c) Schematic representation of the morphology of 
the biogenic crystals. (d) SEM showing guanine platelets 
from fish skin [64]. Courtesy of Lia Addadi (Weizmann Insti-
tute of Science, Israel). Reproduced with permission from 
the American Chemical Society.
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a positive integer. For a hexagonal opal, D = 160 
nm implies that d = 130.6 nm; additionally, with 
neff ≈ 1.54 as the typical value for silica, we see that 

blue color of wavelength about 402 nm would be 
predominantly diffracted in the visible spectrum. 
Increasing the value of D to 275 nm would mean 
that the red color of wavelength about 692 nm 
would be predominantly diffracted in the vis-
ible spectrum. If the silica spheres are too large 
(D > 350 nm), the play of colors would be invis-
ible to human eyes because it would occur in 
the infrared regime; however, tilting the opal to 
reduce sin θ would shift the Bragg phenomenon 
to shorter wavelengths, and the play of colors 
may reappear––initially with red hues.

Precious opals are rare in nature, but common 
opals are not. Common opals do not contain the 
ordered structure of precious opals and, there-
fore, do not diffract visible light. A typical exam-
ple is the fire opal, a transparent orange variety, 
the vivid colors of which come from fine traces 
of iron oxide. Common opals are primarily built 
from random accumulation of silica nanograins 
with different effective diameters that average 
∼25 nm [72]. Thus, the primary cause of the lack 
of play of color in common opals is the aspheric-
ity in shape and polydispersity in size of the 
constituent nanograins.

FIGURE 11.14 SEMs (×30,000) of the fracture surface of a precious opal reveals closely packed silica spherical particles. 
(a) Cubic packing. (b) Hexagonal packing [70]. Reproduced with permission of the International Union of Crystallography 
(http://dx.doi.org/10.1107/S0567739468000860).

FIGURE 11.13 The play of colors in a precious opal. (For 
interpretation of the references to color in this figure legend, 
the reader is referred to the web version of this book.)

http://dx.doi.org/10.1107/S0567739468000860)
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The males of two butterfly species, Lampro-
lenis nitida from New Guinea and Pierella luna 
from Central America, display intriguing irides-
cence of the forewings due to diffraction [73, 74]. 
The forewings appear matte brown when illu-
minated from above but show rainbow colora-
tion when illuminated along the axis from the 
body to the wing tip. The reflection changes 
dramatically in hue with the viewing angle. 
Males of the L. nitida species display green to red 
color when illuminated from the front and dis-
play blue to violet when illuminated from the 
back. This pleochroism occurs because the fore-
wings contain two separate photonic structures 
in each scale, each of which causes a separate 
iridescent signal of different colors that can be 
seen in different directions [73]. The forewing of 
this butterfly decomposes white light, just as a 
diffraction grating would do. The cross-ribs of 
its scales, shown in Figure 11.15, can be viewed 
as a diffraction grating with a roughly 580-nm 
step lying nearly flat along the wing surface. A 
white beam at normal incidence diffracts, and 
the red diffracted beam emerges at grazing 
angle, whereas orange, yellow, and green dif-
fracted beams appear at smaller viewing angles, 

increasingly closer to the vertical direction. The 
color sequence in P. luna is reversed, compared 
to L. nitida. Violet light exits at grazing angle, 
near the forewing surface; the other colors, from 
blue to red, emerge at viewing angles progres-
sively closer to the direction perpendicular to 
the wing [74]. This effect is due to a macroscopic 
deformation of the entire scale, which curls to 
form a grating perpendicular to the wing sur-
face, and functions in transmission but not in 
reflection [74].

Flashing green iridescent light from seed 
shrimps, which are crustaceans of class Ostra-
coda, can be also explained with the diffraction-
grating effect. The reflecting surface of a seed 
shrimp contains fine parallel grooves similar to 
those on a compact disk. These grooves are used 
to provide a visual display during courtship 
[42]. Surface structures shaped like diffraction 
gratings have also been found in the fossils of 
Burgess Shale species, such as of the genuses 
Canadia and Wiwaxia, living 515 million years 
ago, and must have given rise to radiant colora-
tion [42, 75].

11.4.3  Structural Colors Due  
to Collaborative Effects

In general, a structural color changes its hues 
according to the viewing angle. The glittering 
blue of South America’s Morpho butterflies, on the 
contrary, exhibits a weak angular dependence, 
indicating that more than one physical mecha-
nism must be responsible. Although pigment 
granules (mainly biopterin) have been found in 
the scales of some Morpho species, their quantity 
is insufficient to explain the deep radiant blues 
[5, 76]. Instead, these colors result from a collabo-
ration of multilayer interference, the diffraction-
grating effect, and the non uniform heights of 
the ridges on the scales on the wings [27,   28]. The 
iridescent blue and purple colors of the wings of 
Hypolimnas anomala, a Southeast Asian butterfly, 
also arise from complex microscopic structures 
on the surface of the scales.

FIGURE 11.15 SEM of a wing of the butterfly Lampro-
lenis nitida. (Source: National History Museum, London, UK; 
www.nhm.ac.uk/about-us/news/2008/july/how- 
butterfly-wings-shimmer-revealed18265.html.)

http://www.nhm.ac.uk/about-us/news/2008/july/how-butterfly-wings-shimmer-revealed18265.html
http://www.nhm.ac.uk/about-us/news/2008/july/how-butterfly-wings-shimmer-revealed18265.html
http://www.nhm.ac.uk/about-us/news/2008/july/how-butterfly-wings-shimmer-revealed18265.html
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That the Morpho blue color is of physical ori-
gin can be appreciated due to the fact that it is 
replaced by dull gray at large viewing angles, as 
is evident from Figure 11.16. The Morpho’s bril-
liant sheen originates from the microscopic tex-
ture of the colorless transparent scales of about 
100-μm length that cover its upper wing sur-
faces [3, 4]. There are about 15 scales per mil-
limeter on the wing surface, and each scale has 
a set of dozens of microscopic, evenly spaced, 
parallel ridges. This textured structure resem-
bles a diffraction grating with a period d between 
650 and 800 nm. A ridge typically has about 15 
longitudinal branches (some Morpho species 
have 6 to 10 branches on each side), all uni-
formly spaced and each one no thicker than a 
fraction of a visible wavelength and with a den-
sity of 700–2,000 lamellae per mm. This is a tree-
like structure of lamellae that are self-assembled 
from cuticles with a refractive index of 1.56. 
Depending on the species, these structures effec-
tively reflect 150- to 300-nm-wide spectral bands 
that peak at wavelengths ranging from 400 to 
460 nm at 45–65% reflectance, thus producing 
the beautiful iridescent Morpho blue colors [50].

The physical mechanisms underlying struc-
tural color in the Morpho genus were extensively 
studied by Kinoshita et al. [11, 25–27]. High 
reflectance in the blue regime arises from multi-
layer interference. Diffuse reflectance is due to 
the small widths and irregular heights of the 
ridges. Blue pigment also enhances the struc-
tural color. Finally, transparent scales on top of 
the wing act as optical diffusers and create gloss. 
Thus a collaboration of four different mecha-
nisms, illustrated in Figure 11.17, provides the 
brilliant Morpho blue.

11.4.4  Structural Colors Due  
to Photonic Crystals

Structural colors exhibited by periodic multilay-
ered structures were discussed in Section 11.3.2. 
These structures are simple one-dimensional 
photonic crystals. More complicated one-dimen-
sional photonic crystals found in certain Cole-
optera and Scarabaeidae beetles are structurally 
chiral [77], just like chiral liquid crystals [78] and 
chiral sculptured thin films [79]. The helicoidal 

FIGURE 11.16 Two details from Damien Hirst’s Incorruptible Crown, on display at the Museum of Contemporary Art, 
Denver, CO, USA. The blue color of the wings of the butterflies at zero and small viewing angles are replaced by dull gray 
at large viewing angles. (For interpretation of the references to color in this figure legend, the reader is referred to the web 
version of this book.)
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structure is also found in plants and is known to 
produce blue color in the leaves of certain tropical 
understory plants [80, 81]. The reflected light is 
circularly polarized, often left-handed.

The exocuticle of scarab beetles is a helical 
arrangement of layers of parallel chitin microfi-
brils. The parallel microfibrils in a specific layer 
act as an optically anisotropic medium having a 
refractive index for light polarized along the 
microfibrils (slow axis) larger than the refractive 
index for perpendicularly polarized light (fast 
axis). In each subsequent layer, the orientation of 
these axes is rotated by a small angle compared 
to the previous layer. This helicoidal stack of 
layers, which usually is left-handed structurally 
and with a well-defined pitch (the distance per-
pendicular to the layers for which a 360° rotation 
is obtained), creates a periodicity that is respon-
sible for circularly polarized colored reflection, 
depending on the pitch and the structural hand-
edness of the exocuticle [77]. This phenome-
non––called the circular Bragg phenomenon––has 

already found practical applications in the fabri-
cation of nano-engineered chiral reflectors for 
display and laser technologies [82]. Such chiral 
reflectors are sometimes called circular Bragg  
filters [79].

Other natural photonic crystals can be two- or 
three-dimensional. Thus, the green iridescence 
of Lamprocyphus augustus, which is almost 
 independent of the viewing angle, is due to exo-
skeletal scales of differently oriented single-crys-
talline micrometer-sized domains with an 
interior diamond-based structure [39]. The 
apparently complete bandgap is collaboratively 
created by scales of three different orientations. 
Although the diamond-based lattice has been 
artificially engineered to function at λ ∼ 1,300 nm 
[83], the natural structure in L. augustus remains 
the only example functioning in the visible 
regime. Reproducing it artificially remains a  
significant task [84].

Another example of collaboration in natural 
photonic structures is furnished by the irides-
cent green wings of the emerald swallowtail 
butterfly Papilio palinurus. The surface of each 
wing scale is a regular two-dimensional array 
of concave depressions that are 4–6 μm in diam-
eter and 0.5–3 μm in depth [50]. Each depres-
sion comprises 10 unit cells, each of which is 
made of two constituent layers. Yellow light is 
preferentially reflected from the bottom and 
blue light is reflected by the walls of each 
depression. These two colors add to produce 
the green color perceived by the human eye. In 
addition, the walls, but not the bottom, are vis-
ible in a reflection-mode microscope under 
crossed polarizers [85].

11.5 ATTEMPTS TO MIMIC 
STRUCTURAL COLORS

Inspired by nature, some researchers are 
attempting to use the principles underly-
ing natural structural colors in engineering 
practice. But engineered biomimicry is not 

FIGURE 11.17 The complex collaboration of four mecha-
nisms responsible for the iridescent Morpho blue, after  
Ref. 11.
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always an easy task. Structural colors require 
the design and fabrication of nanostructures 
because the lengthscales of these structures 
must be on the same order as the wavelengths 
of visible light, but translation to even the 
centimeter scale appears to be a Herculean 
task. At the same time, the promise of avoid-
ing organic paints and fumes is so attractive 
and the brilliance of structural colors is so 
alluring that researchers continue to strive for 
progress.

In particular, numerous attempts have been 
made to replicate the brilliant blue of the Morpho 
butterflies, most successfully by biomimetic 
techniques [28, 29, 86–88]. Furthermore, biorep-
lication techniques [89] based on nanocasting 
[46, 90], nanoimprinting [47, 91], physical vapor 
deposition [48, 92], atomic layer deposition [45], 
and hybrid techniques [93] are being developed. 
Some of these approaches and practical indus-
trial realizations were recently summarized in a 
topical review by Saito [94].

The metallic reflection of koi fish was repli-
cated using biogenic guanine crystals, which 
were collected from the skin beneath their scales. 
Guanine crystals were also grown in dimethyl 
sulfoxide in vitro. Although the two sets of crys-
tals show resemblance in form, the biogenic 
crystals are exceptionally thin (∼50 nm) with 
well-defined crystal faces, whereas the crystals 
grown in vitro are much thicker and irregularly 
stepped [64].

The ideal structure of precious opals inspired 
the synthesis of silica photonic crystals by pre-
cipitation of 10-nm grains [95] as well as by 
chemical self-assembly [96]. Inverse opals 
found on the wings of many beetles have been 
nanoimprinted by pressing a wing against liq-
uid gallium that is then quickly frozen below 
its melting point (28.78 oC) [55]. Although this 
nanoimprinting technique was aimed toward 
the high-resolution identification of surface 
details, it has potential for industrial-scale pro-
duction of surfaces endowed with structural 
color [93].

11.5.1  Structural Colors from Particle 
Arrays

It has long been known that beautiful and 
intense colors are observed in dispersions of 
small particles. Iridescence due to the Bragg 
phenomenon exhibited by three-dimensional 
arrays (i.e., colloidal crystals) formed in some-
what concentrated suspensions of latex particles 
of diameters between 150 and 500 nm has been 
observed, the diffraction pattern often being 
used for characterizing the properties of the col-
loidal crystals [97].

Particle diameter is an important factor for 
the different color-display mechanisms exhib-
ited by multilayered stacks formed by small 
spheres. Latex spheres with diameters consider-
ably smaller than the visible wavelengths  
(<400 nm) self-assemble in two-dimensional 
arrays comprising monolayers and multilayers. 
When illuminated with polychromatic light, a 
stack of nanospheres reflects intense and uni-
form pastel colors. Figure 11.18a shows the jux-
taposition of several stacks, each of a different 
color in reflection [71]. These colors result from 
multilayer constructive interference. In contrast, 
colors in transmission are almost unnoticeable 
because each stack is just a few spherical diam-
eters in thickness.

The interference colors in Figure 11.18a are 
enhanced by a gold-coated glass substrate. Each 
color corresponds to a stack of a specific thick-
ness, given in Table 11.1. If monochromatic illu-
mination is used instead of white light, the 
multilayers look like monocolored stripes of dif-
ferent intensity. By varying the monochromatic 
light wavelength and observing the changes in 
stripes’ intensity, one can notice that at a given 
wavelength, the intensities of two neighboring 
stripes coincide. The value of this particular 
wavelength is a key factor in a theoretical model 
that suggests that arrays of self-assembled nano-
particles have primarily hexagonal close-pack-
ing structure. This prediction was confirmed by 
scanning electron microscopy and atomic force 
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microscopy. The scanning electron micrograph 
shown in Figure 11.18b reveals a narrow band of 
tetragonal close packing between two consecu-
tive multilayers of hexagonal close packing. This 
narrow band produces its own color, determined 
by the effective thickness of the layer with 
tetragonal structure. For example, a band of yel-
low color produced by a tetragonal four-layer 
could be observed between green hexagonal tri-
layer and red hexagonal four-layer stripes. By 
changing the packing geometry in an array, one 
can alter the color. The stepwise change in color 

with each layer in such ordered stacks could be 
used for creating and recording of color images.

In contrast, latex spheres with diameters  
(1.5–10 μm) larger than the wavelength in the 
visible regime self-assemble as two-dimensional 
colloidal crystals and function as Bragg reflec-
tors. When illuminated with white light, they 
produce iridescent colors that depend on the size 
and orientation of the domains of the hexagonal 
structure shown in Figure 11.19 [98, 99]. The 
domain size is critical for the brightness of the 
iridescence; indeed, polycrystalline films with 

FIGURE 11.18 (a) Colored stacks of 55-nm-diameter latex spheres observed by a microscope in reflected light. To enhance 
the colors, a gold-coated glass substrate was used. Each color corresponds to a stack of a specific thickness. The reference 
bar is 100 μm. Courtesy of Late Ceco Dushkin (University of Sofia, Bulgaria) [71]. Reproduced with permission of the 
American Chemical Society. (b) SEM showing a tetragonal bilayer (in the center) between a hexagonal monolayer (on the 
right) and a hexagonal bilayer (on the left) of latex spheres of diameter 144 nm. The reference bar is 1 μm. Courtesy of Late 
Ceco Dushkin (University of Sofia, Bulgaria) [99]. Reproduced with permission from Springer. (For interpretation of the 
references to color in this figure legend, the reader is referred to the web version of this book.)

TABLE 11.1  Colors of dried multilayers of latex spheres of diameter (55 ± 4) nm assembled on 
gold-coated glass [71].

Number of 
Layers

Layer Thickness 
(nm)

Color in 
Reflected Light

Number of 
Layers

Thickness 
(nm)

Color in 
Reflected Light

1 47 Ochre 7 277 Magenta

2 85 Brown 8 316 Blue-purplish

3 124 Navy blue 9 354 Green

4 162 Sky blue 10 392 Yellow-green

5 201 Yellow 11 431 Orange

6 239 Orange 12 469 Red
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very small domains appear white. Although the 
interference colors from the nanospheres can be 
viewed only under an optical microscope, the 
diffraction colors from microspheres are observ-
able with an unaided eye. A dry two-dimen-
sional crystal of latex microspheres is 
environmentally stable and exhibits colors for 
several years.

The process of two-dimensional crystallization 
of latex nanospheres on a substrate involves the 
evaporation of water from an aqueous suspension 
of monodisperse latex spheres of diameter a small 
fraction of visible wavelengths, as well as with 
microspheres of diameter ranging from 1.5 μm to 
10 μm [71,  98–100]. This technique, however, does 
not allow for controllable growth of a single layer 
of particles over large areas.

In the convective-assembly technique [101], a 
glass substrate is pulled out from an aqueous 
suspension of monodisperese polystyrene 
spheres at an appropriate angle and with a 
proper speed to allow the particles to self- 
assemble on a regular two-dimensional lattice 
over a large area. This technique is applicable to 
a broad range of particle sizes (from about  
100 nm to several micrometers in diameter), 
since each size results in a differently textured 
surface.

Identical spheres of diameters between 10 nm 
and 1 μm can be readily assembled into colloi-
dal crystals and synthetic opals that possess 
three-dimensional order. The difference between 
colloidal crystals and synthetic opals is in the 
volume fraction of the constituent spheres. Col-
loidal crystals contain less than 10% v/v con-
stituent spheres, which are highly charged and 
arranged on face-centered-cubic (fcc) lattice. 
Synthetic opals have a cubic close-packed struc-
ture (also on an fcc lattice) with a packing den-
sity close to 74%, similar to that of natural opal 
[102]. In addition, inverse opals can be fabricated 
by templating various kinds of precursors 
against crystalline arrays of colloidal spheres. 
Nowadays, the process of production of large 
quantities of exceedingly uniform spheres from 
silica and polymer colloids of different chemical 
composition (e.g., polystyrene and polymethyl 
methacrylate) is routine [102]. Silica colloids 
represent one of the best-characterized inor-
ganic systems used for production of monodis-
perse spheres. The self-assembly of colloidal 
spheres is a well-developed technique [102, 103], 
and is both a faster and a cheaper approach for 
the fabrication of high-quality three-dimen-
sional structures than the common microfabrica-
tion techniques (deposition, photolithography, 
etching, and doping) that require a clean room 
[104,  105]. Nanopatterning becomes easy to 
implement, as does the fabrication of lithogra-
phy masks, templates to make three-dimen-
sional macroporous materials, and several 
photonic devices––including photonic crystals 
and diffraction gratings [102].

11.5.2  Bioinspired and Biomimetic 
Reproduction of the Morpho Blue

The early attempts to artificially reproduce the 
Morpho blue employed self-assembled struc-
tures comprising microspheres and nanospheres 
[71, 98–101]. The convective-assembly technique 
was used to produce two-dimensional arrays of 
polystyrene spheres with diameter comparable 

FIGURE 11.19 Optical image of a two-dimensional 
crystal of diameter 1.4 cm, formed by self-assembly of latex 
microspheres of diameter 1.696 μm on a transparent sub-
strate [99]. Courtesy of Late Ceco Dushkin (University of 
Sofia, Bulgaria). Reproduced with permission from Springer.
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to the ridge spacing on the Morpho wing. Such 
arrays were produced on large substrates and 
they displayed the wavelength range and the 
brilliant sheen of the Morpho blue [106]. The top 
half of Figure 11.20a shows the scanning electron 
micrograph of the parallel ridges on a scale of a 
Morpho wing, and the bottom half of the same 
figure has a similar micrograph of an array of 
953-nm-diameter polystyrene spheres on a glass 
slide. An artificial wing was produced as a col-
lage of photographs of the polystyrene-sphere 
array of Figure 11.20a, followed by image pro-
cessing to match the real wing’s shape and size. 
As shown in Figure 11.20b, the artificial wing 
displayed iridescent blue color with a brilliance 
competing with that of a real Morpho wing. 
However, this bioinspired attempt was success-
ful in only partially reproducing the Morpho’s 
beauty. Due to the symmetry of the hexagonal 
structure and the different textured surfaces, the 
artificial wing displays shades of iridescent blue 
(appearing more like a speckle pattern), but it 
does not reproduce the color uniformity over 
a wide range of viewing angles, so characteris-
tic of the Morpho blue. Although precise tuning 

of the delicate blue sheen of the Morpho wing 
is really challenging, this attractive approach 
could be implemented to create new iridescent 
materials for arts, textiles, cosmetics, and paints.

The elucidation of the physical mechanisms 
for the Morpho blue [27] opened the horizons for 
its successful biomimetic reproduction. Saito 
and colleagues dry-etched a substrate using the 
electron-beam technique to reproduce the Mor-
pho blue [28, 29, 87]. Parallel ridges, each com-
prising a large number of parallel pillars or tips, 
were etched, with the ridge width and the inter-
ridge separation the same as those in the scales 
of a wing. The pillar heights were chosen ran-
domly, to mimic the uneven heights of ridges in 
the Morpho wing. The fabricated substrate 
resembles the wing in reflectance, color, band-
width, angular dependence, and chromatic 
anisotropy.

Neither of the two ways ends up mimicking 
the structure of the Morpho wing itself but only 
the collaboration between regularity and irregu-
larity discussed in Section 11.4.3. Using a com-
pletely different approach, Watanabe et al. [88] 
successfully reproduced not only the color 

FIGURE 11.20 (a) SEM showing (top area of image) parallel ridges on a scale of a Morpho wing and (bottom of image) 
an array of polystyrene particles on a glass slide. (b) Comparison between a Morpho stoffeli wing (left) and an artificial wing 
constructed from 953-nm-diameter polystyrene spheres on a glass slide (right). The incidence and the viewing angles are 
about 60° and 90°, respectively, and the illumination is from the left of the figure [106]. Courtesy of Kuniaki Nagayama 
(National Institute for Physiological Sciences, Japan). Reproduced with permission of © SYMMETRION.
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mechanism but also the structure of the ridges 
on the scales. They implemented a hybrid 
focused-ion-beam chemical vapor deposition 
(FIB-CVD) technique. When illuminated by 
white light and observed under a microscope, 
the artificial structure shimmers with blue to 
violet color, which, by means of a photonic multi 
channel spectral analyzer system, was proven to 
be similar to the reflection from real Morpho 
scales. Although indicative of technoscientific 
accomplishment, the hybrid technique does not 
appear to be industrially scalable in the foresee-
able future [89].

11.5.3 Bioreplication

Perhaps the most direct way to reproduce the 
iridescent colors of butterfly wings is by copy-
ing the wing morphology itself with nanoscale 
fidelity. Several bioreplication techniques [89] 
are currently under development, as discussed 
elsewhere in this book.

Low-temperature atomic layer deposition 
(ALD) of alumina was used for the replication of 
the Morpho butterfly wing [45]. After the wing itself 
had been removed by prolonged high-temperature 
annealing, the negative replica left behind exhib-
ited optical response characteristics quite similar to 
that of original wing. Not only the optical response 

but also the surface hydrophobicity of butterfly 
wings is exhibited by ALD replicas [107].

The conformal evaporated film by rotation 
(CEFR) method, classified as a physical vapor 
deposition method, has also been used for 
bioreplication, as discussed in Chapter 15. The 
method employs thermal evaporation of a solid 
material in a low-pressure chamber to create a 
collimated vapor flux that is directed toward the 
biotemplate, which itself is rotated in a complex 
fashion so that the incoming vapor flux con-
denses and solidifies as a conformal coating of 
the biotemplate [48]. Details of a butterfly wing 
with and without the coating of a chalcogenide 
glass are shown in Figure 11.21, clearly demon-
strating the high fidelity delivered by the CEFR 
method. Removal of the wing from the coating 
has been achieved by chemical etching to leave 
behind a positive replica [92].

Nanocasting methods have also been used to 
make replicas of butterfly wings. In the sol-gel 
method, replication begins by filling the void 
regions of a butterfly wing with a sol, drying it, 
and then either etching or calcining away the 
actual wing [46, 108–110]. This process forms a 
negative replica of the dried sol. Sonication may 
assist in the infilling step [111]. Instead of the 
sol-gel method, chemical vapor deposition may 
be used to infiltrate the void regions [112].  

FIGURE 11.21 SEMs of (left) a butterfly wing and (right) the same wing coated with chalcogenide glass using the CEFR 
method [48].
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A positive replica can be made by infilling the 
void regions of the negative replica and remov-
ing the material of the negative replica [84], but 
the delicate nature of butterfly wings has made 
it difficult to implement this step.

11.5.4  Structural Colors by Thin-Film 
Technologies

As mentioned in Section 11.4.4, the exocuticle 
of many scarab beetles has a layered helicoidal 
morphology and displays iridescent color when 
viewed with the light of one circular polariza-
tion state but not of the other. Simpler periodi-
cally multilayered structures in nature display 
structural color without discrimination of the 
circular polarization state of the incident light. 
A way to realize structural colors of this type is 
by depositing periodic arrangements of homo-
geneous layers of two different materials on a 
substrate. The refractive index of one of the two 
layers in the unit cell should be higher than that 
of the other. Deposition can be carried out using 
a variety of thin-film technologies.

The Langmuir–Blodgett method is used for 
the deposition of molecular monolayers and 
multilayers [53, 113]. The process of building a 
Langmuir–Blodgett multilayer consists of peri-
odically dipping a substrate into an aqueous 
solution of amphiphilic molecules. Each amphi-
phlic molecule has a head and a tail. A layer is 
deposited during each dip. However, the mol-
ecules deposited during the removal step have 
their heads oriented toward the substrate, 
whereas the molecules deposited in the immer-
sion step are oriented with their tails facing the 
substrate. The result is that the heads in the 
latest layer adhere to the heads in the previ-
ously deposited layer during the upstroke, and 
the tails of the latest layer stick to the tails in the 
previously deposited layer during the down-
stroke. Several layers of one type of molecule 
may be followed by several layers of another 
type of molecule, and then the cycle is repeated 

a few times, resulting in the formation of a one-
dimensional photonic crystal. Although the 
Langmuir–Blodgett method is simple, a major 
shortcoming until recently has been the 
restricted range of materials for which it can be 
used.

A related technique is layer-by-layer assembly 
[53,  114], which is based on the alternating 
adsorption of positively and negatively charged 
species from aqueous solutions and can also be 
used to create one-dimensional photonic crystals. 
The roughness, thickness, and porosity of a mul-
tilayer film can be controlled at the molecular 
level by adjusting experimental parameters such 
as pH and ionic strength. Compared to the Lang-
muir–Blodgett method, layer-by-layer assembly 
is generally much simpler and faster, is more ver-
satile, and usually results in more stable films 
[115]. The same procedure can be implemented 
even faster using inkjet printing of cationic and 
anionic polymers alternately [116].

A host of methods, collectively called physical 
vapor deposition [53, 79], are commonly used to 
deposit thin films. In these methods, discussed in 
Chapter 15, a collimated vapor flux is generated 
from a solid target––by heating it, by passing a 
current through it, or by bombarding it with elec-
trons or ions––in a low-pressure chamber. The 
collimated vapor flux arrives normally on a sub-
strate and condenses as a dense thin film. When 
targets of two different solid materials are used 
alternately, a one-dimensional photonic crystal 
can be formed on the substrate. With proper 
selection of the two materials and the thicknesses 
of their layers, this periodically multilayered 
structure can display very vivid colors [117].

If the vapor flux arrives at the substrate 
obliquely, the density of the film is reduced. The 
film is an array of parallel tilted nanowires and 
can be considered optically as an effectively 
homogeneous biaxial dielectric continuum [118]. 
Rotation and/or rocking of the substrate during 
deposition provides these nanowires with a 
shape. Such a film is called a sculptured thin film 
(STF) [79], which can be considered optically as 
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a biaxial dielectric continuum that is nonhomo-
geneous in the thickness direction.

STFs with periodic nonhomogeneity are rou-
tinely made these days, some comprising two-
dimensional nematic nanowires [119], others 
comprising three-dimensional helical nanowires 
[120]. These periodic STFs are one-dimensional 
photonic crystals that display the Bragg phe-
nomenon selectively for light of a certain polari-
zation state [79]. For example, a chiral STF is an 
array of parallel helical nanowires, as shown in 
Figure 11.22, and displays the circular Bragg 
phenomenon––best described as the high reflec-
tance, within a narrow spectral regime, of circu-
larly polarized light of the same handedness as 
the chiral STF of sufficient thickness, whereas 
circularly polarized light of the opposite hand-
edness is reflected very little. In other words, a 
chiral STF is a circular Bragg filter.

Tremendous control of the circular Bragg 
phenomenon is possible because the helical 
morphology is nanoengineered during deposi-
tion. Structural color can be preserved even 
when a chiral STF is crushed down to sub-mil-
limeter platelets, as shown in Figure 11.23. This 
fine powder could be suspended in an appropri-
ate cosmetic fluid (lotion) or perfumed sub-
stance to form exhilarating body gels.

11.5.5  Environmentally Responsive 
Structural Color

All approaches employing engineering bio-
mimicry discussed so far in this section repli-
cate the passive color generated by a periodic 
structure. Most recently, changes in structural 
color displayed by some fish (e.g., blue damsel-
fish or neon tetra fish), octopuses, squids, and 
beetles in response to changes in the environ-
ment have inspired research on bioinspired and 
biomimetic materials––such as colloidal crys-
tals––with dynamically tunable structural color 
[121, 122]. The fabrication of photonic materials 
with tunable structural color exploits the three 
mechanisms of reversible active structural color 
in nature: change in refractive index, change 
in spacing of a periodic structure, and change 
in direction of illumination. For example, the 
porous exocuticle of some beetles changes its 
refractive index by absorbing water [62]. The 
spacing of the periodic structure in cephalo-
pods is tuned by change in the protein platelets’ 

FIGURE 11.22 SEM of a chiral STF made of chalcoge-
nide glass [120].

FIGURE 11.23 Optical image of platelets taken from a 
3-period-thick chiral STF of magnesium fluoride deposited 
on a 30-nm-thick aluminum film. The pitch of the chiral STF 
is 450 nm, and the image was taken at 100x magnification.
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thickness (via swelling) or by varying the space 
between the platelets. Tilting the platelets 
changes the incidence angle of light and the 
wavelength of selective reflection [122]. Artifi-
cial structures with color tunability have been 
fabricated as multilayer high- and low-refrac-
tive-index organic/inorganic films (titania pre-
cursor sol and a polymer solution), in which the 
color can be tuned through the interlayer dis-
tance or the refractive index [122]. Tunable color 
has also been demonstrated by swelling of opal 
composites [123]. Such changes are potentially 
useful for colorimetric sensors of humidity, ten-
sion, and strain [122].

11.6 APPLICATIONS OF 
STRUCTURAL COLORS IN ART 

AND INDUSTRY

11.6.1 Structural Colors and Art

The applications of structural colors for art and 
decoration come naturally because iridescent 
sheen, pearly luster, and play of colors are fas-
cinating. For thousands of years, they have been 
a part of our lives as decorations satisfying our 
aesthetic needs and signifying social status. 
Opals and pearls have special value in jewelry. 
Pearlescent laminae of ear shell or turban shell 
have been used to decorate lacquerware in 

China; the wings of jewel beetles and the feathers 
of birds were used for decoration in Japan more 
than a thousand years ago. Mica powder was 
used in cosmetics as well as in the Japanese art 
form Ukiyo-e in the 17th and 18th centuries [11]. 
Nacre or mother of pearl is still used to decorate 
objects, such as the box depicted in Figure 11.24. 
The use of paua shells, one of which is shown 
in Figure 11.24, for jewelry has spread from the 
Maori culture in New Zealand to many parts  
of the world. Modern art benefits from the bril-
liant colors of Morpho and other butterflies, often 
bred in butterfly farms [124], by incorporating 
their wings in works of art, as exemplified by 
Figure 11.16.

11.6.2  Industrial Applications  
of Structural Colors

The burgeoning interest in structural colors 
during the last two decades is fed by the pos-
sibilities of creating synthetic photonic struc-
tures that mimic natural photonic structures as 
well as new materials for coatings and fabrics, 
cosmetics, and paints [11, 94]. Industrial appli-
cations require implementation of simple, fast, 
efficient, and inexpensive techniques allow-
ing production of a variety of shapes and sizes 
with guaranteed repeatability and quality. Most 
engineered-biomimicry approaches to fabricat-
ing structural colors discussed heretofore in this 

FIGURE 11.24 (a) An ornamental tortoise made of a metal and mother of pearl. (b) A paua shell from New Zealand.
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chapter promise exciting applications but are 
still under development and not quite suitable 
for mass production. So far, industrial adop-
tion is confined to the fabrication of multilayer 
structures and block copolymers with a periodic 
modulation of refractive index in one direction 
(one-dimensional photonic crystals) and the fab-
rication of three-dimensional photonic crystals 
based on self-assembly of colloids.

11.6.2.1 Structurally Colored Fibers and Surfaces

A very striking contemporary application of 
structural colors produced by a multilayer 
photonic structure is the structurally colored 
fiber and a fabric woven with that fiber. Nis-
san, the Japanese automobile company, claimed 
the world’s first successful reproduction of the 
 Morpho color in an engineering application: non-
circular structurally colored fiber fabricated by 
the conjugated melt-spinning method [125, 126]. 
The sketch in Figure 11.25 illustrates the idea of 
the structurally colored fiber. As discussed in 
Section 11.4.1, the underlying concept is con-
structive interference from alternating layers of 
two polymers with different refractive indexes 
na and nb, and thicknesses da and db, respectively. 
When the ratio of the refractive indexes obeys 
the condition 1.01 ≤ nb/na ≤ 1.20, white light at 
normal incidence is selectively reflected back for 
a wavelength

The fabrication of the fiber consists in alterna-
tive passing of molten polymers (polyester and 

(11.4)λ = 2 (nada + nbdb) .

polyamide) through an especially designed 
metal mold mounted on a spinning head. The 
first reported fiber consisted of 61 alternate lay-
ers of polyamide (nylon 6 with mean refractive 
index of 1.53) and polyester (mean refractive 
index of 1.63) with thicknesses in the 70–90-nm 
range. The multilayer core was embedded in a 
polyester of thickness 15–17 μm and then flat-
tened [125]. The structure was designed for high 
reflectance at 470-nm wavelength to correspond 
to the Morpho blue with maximum reflectance. 
The manufactured fiber exhibited clear color 
and a luxurious metallic gloss, and its color 
changed subtly with the viewing angle.

As it is a non pigmented fiber, its production 
is friendly to the environment. Due to the simi-
lar refractive indices of the alternating polymer 
layers, the spectral regime of high reflectance is 
much narrower than that of the Morpho wings. 
Although the beauty of the fiber does not match 
that of Morpho butterflies, it is quite suitable for 
many applications, including for dye-free uphol-
stery and dresses, because of the flatness of the 
fiber; see Figure 11.26. It is also easy to diversify 
the color range of the manufactured fibers sim-
ply by changing the thicknesses of the constitu-
ent layers.

Dispersal of minute granules (not of pig-
ments) in the two layers of the fiber also pro-
duces color, provided the granular substance is 
properly chosen, similar to the production of 
Tyndall blue in nature. For example, a structur-
ally colored fiber was manufactured in the form 
of a yarn or filament with a coaxial structure of 
alternating layers of polymers with refractive 
indexes na and nb satisfying the condition 
1.1 ≤ nb/na ≤ 1.4 [127]. Minute granules consist-
ing of at least one material selected from the 
group of calcium carbonate, zinc sulfate, zinc 
white, lithopone, cadmium sulfate, chrome 
oxide, rutile, and anatase were dispersed in the 
first or the second plurality of transparent layers. 
The granules have a size equal to or less than 
1.25 μm and a refractive index nc, which satisfies 
the twin conditions nc − na ≥ 0.4 and nc − nb ≥ 0.4. 

FIGURE 11.25 Schematic of the structurally colored 
fiber fabricated by Nissan Motor Co. A periodic multilayer 
comprising alternating layers of two polymers with differ-
ent refractive indexes and different thicknesses is encased in 
a polyester cladding.
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The granules themselves are not structurally 
colored. They add the effect of scattering of white 
light incident on them to the selective reflection 
from the multilayered coaxial structure, thus 
producing the final color and luster of the yarn. 
Proper selection of the transparent and granular 
substances can produce reflection peaks at wave-
lengths of about 480 nm, 550 nm, and 650 nm 
and thereby exhibit vivid blue, green, and red 
colors. The yarn has a circular cross-section and 
is produced by the melt-spinning method, which 
involves spinning the yarn at a temperature of 
285 °C and a take-up velocity of 1,000 m/min 
with the use of a single filament. After being 
cooled and caked at room temperature, the yarn 
has a diameter of about 40 μm.

Another technique for producing interference 
colors on flat surfaces or fibers involves, again, 
a dispersal of grains; however, the grains are 
structurally colored and serve as an ink––a very 
expensive one! A Bragg filter is deposited onto 
a thin substrate, which is then granulated and 
dispersed in a transparent polymer as ink. The 
idea has been implemented for color-shifting 
inks used on secure documents, currency, 
stamps, credit cards, etc. Vapor deposition tech-
niques are commonly used for producing Bragg 
filters [128]. Also, layer-by-layer self-assembly 
[115] is used to make composite polymeric films 

of specific composition and thicknesses in the 
range of 5–1,000 nm with precision better than 
1 nm [129], particularly of large areas.

Inkjet printing of Bragg filters is very attrac-
tive because it is fast and inexpensive. For 
instance, alternating sequences of tin oxide 
(SnO2) nanoparticles (high refractive index) and 
silica nanoparticles (low refractive index), both 
overprinted with a cationic polymer (polyethyl-
eneimine), can be inkjet printed [116]. This 
method is feasible for achieving bright structural 
colors onto already produced textile fibers and 
fabrics. However, further improvement is needed 
to allow for regular smooth layers to be built up.

These methods demonstrate that the incorpo-
ration of structural colors in textiles could be a 
very predictable, automated, and controlled 
process. The mathematical model of interference 
in periodic multilayered structures provides a 
physical coloring recipe based only on the fol-
lowing physical parameters: the number of lay-
ers in the unit cell and the refractive index and 
thickness of each layer. This recipe can precisely 
forecast the coloration effect of fabrics and may 
turn structural colors into a simple and inexpen-
sive alternative to dyed colors. Moreover, the 
reflection color can be exploited for colorimetric 
sensing, as discussed in Section 11.5.5, thereby 
proffering smart textiles in the near future.

FIGURE 11.26 A fabric woven with the structurally colored fiber of Nissan Motor Co and applications thereof for 
upholstery and dresses. Hiroshi Tabata, personal communication to ND (1999).
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11.6.3 Nacreous Pigments

Paints containing bright materials such as alumi-
num flakes and mica have been on the market for 
quite a while. These paints are used to cover sur-
faces in buildings. Nacreous paints, also called 
pearly luster paints, exploit the multilayer-inter-
ference mechanism of labradorite’s iridescence. 
Nowadays, most nacreous paints contain flakes 
of titanium-dioxide-coated mica (TiO2-mica), 
their greatest advantages against dyes being 
their high stability with respect to pH (acidity 
and/or alkalinity), ambient light, and tempera-
ture [130, 131]. Titanium dioxide (refractive index 
2.5–2.7) is the primary ingredient in white paint 
used for walls, since it has the highest opacity of 
all known pigments. Small quantities of titanium 
dioxide are used to lighten other pigments.

To increase the reflectance and assure wave-
length selectivity, the thickness t of the titanium-
dioxide coating is adjusted according to the rule

where t is the thickness, nTiO2
 is the refrac-

tive index of titanium-dioxide coating, and 
θ is the angle of incidence. The color selection 
in  transmission and reflection resulting from 
Eq. (11.5) for a particular wavelength is illus-
trated in Figure 11.27, and examples of different 

(11.5)

(2m − 1)λ = 4t

√

n
2
TiO2

− sin
2
θ , (m = 1, 2, 3, . . .),

thicknesses of the coating and the correspond-
ing interference colors are given in Table 11.2. 
Because of the wide bandwidth and the low 
reflectance of each flake, a dense pile of flakes is 
needed for high reflectance. These paints exhibit 
white color with a high degree of pearly luster, 
and various interference colors––such as yellow, 
red, blue, and green––are obtained by tailoring 
the coating thickness.

When a paint containing titanium-dioxide-
coated mica flakes is deposited on a white back-
ground, only a pearly white luster, is visible. 
This is because the light transmitted through the 
flakes onto the white background is reflected 
back to the eyes of the viewer, along with the 
light directly reflected from the flakes. When the 

FIGURE 11.27 Reflected and transmitted colors depend on the thickness t of the titanium-dioxide coating of mica flakes, 
after Ref. 131. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of 
this book.)

TABLE 11.2  Thickness and interference colors of mica 
coated with titanium dioxide [131].

Interference Color Approximate Thickness (nm)

Yellow (gold) 75

Red (magenta) 90

Blue 120

Green 145

Yellow (gold) 160

Red (magenta) 185

Blue 210

Green 245
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paint is deposited on a black ground, reflectance 
from the background is absent, and only the 
interference color reflected from the flakes can 
be seen. Micrometer-sized flakes produce a 
smooth sheen, but larger flakes give a sparkle.

Other types of nacreous pigments contain 
metal-coated silica flakes. They exhibit strong 
metallic reflectance, with the color changing 
with the viewing angle, and are therefore 
called optically variable paints [132]. Should 
flakes of sculptured thin films [79] be added to 
paints, polarization-dependent color can be 
expected. Nacreous pigments have found a 
broad range of applications in cosmetics, 
paints, and decorations.

11.6.4 Structural Colors in Cosmetics

11.6.4.1 Cosmetic-Grade Color Additives
Cosmetic products must not only promote 
healthy skin but also provide a beautiful tapes-
try of colors for every complexion. The state of 
the art in classical cosmetics is the use of finely 
crushed minerals and botanicals of the best 
quality. To suit even the most sensitive skin, 
these ingredients should be 100% pure and 
completely natural. However, most color addi-
tives to mass-produced cosmetic products are 
synthetic: indeed, unless specifically approved 
(such as annatto seed), all natural color addi-
tives are banned in the United States by the Food 
and Drug Administration to avoid irritation and 
hypoallergenic reactions. Cosmetic-grade color 
additives, either inorganic (pigments) or organic 
(dyes and pigments), are safe for use on humans 
and do not contain heavy metals such as lead, 
cadmium, and hexavalent chromium. The inor-
ganic pigments include ultramarines, iron oxide, 
manganese, chromium oxide, titanium dioxide, 
and ferric ferrocyanide. Both organic and inor-
ganic cosmetic-grade pigments are insoluble in 
both water and oil; however, they can be micro-
scopically dispersed in a liquid host and made 
to appear as though they are dissolved. Only a 
few soluble dyes are used in cosmetic products 

because of the health hazards they may pose, 
especially if used in too high a concentration. 
For example, lakes are pigments manufactured 
by precipitating a soluble dye with a metallic 
salt (calcium salt, barium salt, aluminum salt, 
and sodium salt) because the different salts pro-
vide different colors.

Color additives can be combined with tita-
nium dioxide and mica, bismuth oxychloride, or 
guanine. When combined with the titanium-
dioxide-coated mica, they create very attractive 
dual-color pearls. Bismuth oxychloride is a soft 
material used as the frost in lipsticks. Guanine 
is derived from herring scales and is used pri-
marily in nail polishes. In general, the mineral 
powders in the commercially available cosmetic 
products are based on titanium dioxide and zinc 
oxide, which, in addition to other technological 
reasons for their use, may also provide anti-
inflammatory and calming effects.

11.6.4.2  Colored Nacreous Pigments  
in Cosmetics

Structural colors have also found a place in the 
world of cosmetic products––as glittering mate-
rials. Most of the nacreous materials exhibiting 
interference colors and a high degree of opacity  
that are used for cosmetics are titanium-dioxide-
coated mica flakes. Colored nacreous pigments 
are obtained when colored compounds such as 
iron oxide (yellow); ferric ammonium ferrocya-
nide, known as Prussian blue (blue); chromium 
oxide (green); or carmine (red) have been added 
to those flakes [132, 133]. For example, a coating 
of iron oxide alone produces metallic effects simi-
lar to bronzes and coppers. The thickness of the 
flakes, typically between 15 and 150 μm, dictates 
the interference between light reflected from the 
substrate and that reflected from the flake and 
therefore controls the luster of pearlescents. Low 
luster––with thin flakes––gives the effect of a 
pearl with a smooth sheen; medium thickness cre-
ates a silky or satiny effect. The larger the flakes, 
the more sparkle, although they are all shiny.  
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For high luster, it is important that the flakes 
are properly dispersed in the cosmetic product 
to prevent agglomeration, but all have the same 
orientation [130]. Pearlescents reflect better when 
they have what is known as a background color.

A red pigment on a red background looks 
even more intense than on its own. Even though 
pearlescents are widely used in retail eye make-
up, most eye shadows contain less than 10% 
pearlescent pigments; the rest is filler material. 
Although a wide variety of vivid interference 
colors and a pearly luster are produced, the 
addition of colored compounds to cosmetic 
products comprising nacreous pigments reduces 
the shelf life and may cause safety concerns.

11.6.4.3 The Infinite ColorTM of Shiseido
Infinite ColorTM, the first purely physical color for 
cosmetic applications, was developed by the Jap-
anese cosmetics company Shiseido after compre-
hensive research on nacreous paints for cosmetics 
[134]. Established in 1872 as the first Western-style 
pharmacy in Japan, Shiseido now is the leading 
cosmetics company in that country. Infinite  ColorTM 
is a photochromic formulation of titanium dioxide 
whose color changes with the viewing angle. The 
pigment consists of fine mica flakes coated with 
titanium dioxide and its lower oxides TinO2n−1 
(n = 1, 2, 3, ...) [131]. The mica flake is coated 
first with a black lower titanium oxide, shown in 
the example sketch of an Infinite ColorTM flake in 
Figure 11.28 as Ti4O7, and then coated with tita-
nium dioxide. As shown in Table 11.3, the lower 
oxides of titanium are bluish or purplish black 
in color and their role is to provide a black back-
ground. This black layer is very stable; it absorbs 
the transmitted light and causes the interference 
phenomenon to be greatly enhanced. Table 11.4 
provides some examples of colors by Infinite 
ColorTM and the corresponding optical thickness 
of the coated mica flakes.

In comparing the Infinite ColorTM with the pear-
lescent pigments used in cosmetics, it is worth 
stressing that the Infinite ColorTM is produced only 
by interference of light, without the addition of 

coloring materials, whereas the pearlescent cos-
metics also use dyes and other pigments. The Infi-
nite ColorTM has excellent hiding power and high 
flip-flop effect, i.e., change of color with the view-
ing angle. Similarly to pearlescent pigments, when 
the Infinite ColorTM is applied on black background, 
both the pearly luster and the interference color 
show. The difference is that when pearlescent pig-
ments are applied on a white background, the 

FIGURE 11.28 Schematic of a mica flake used by 
Shiseido in its Infinite ColorTM line of cosmetic products, 
after Ref. 131.

TABLE 11.3  Color of black lower oxide of titanium in 
Infinite ColorTM [131].

Composition Color

TiO Bronze

Ti2O3 Purplish black

Ti3O5 Bluish black

Ti4O7 Bluish black

TABLE 11.4  Colors of Infinite ColorTM [131].

Interference 
Colors as They 
Appear

Base Color Optical  
Thickness (nm)

Gold 210

Red Blue purple 250

Blue 310

Green 360
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white luster shows but the interference color does 
not; whereas both the pearly luster and the inter-
ference color does not appear for the Infinite ColorTM 
even when it is applied on white background.

In addition to cosmetics, the technology of 
Infinite ColorTM is used to color artificial leather, 
construction materials, and automobile bodies. 
A recent review paper suggests replacing of the 
central mica core with a void that may result in 
an increased reflectance, especially in the short-
wavelength range [94].

11.6.5  Nacreous Pigments in Imaging 
Elements

A remarkable application of nacreous pigments 
is in making imaging elements [135]. Such an 
imaging element is shaped like either a platelet 
or a needle. A layer of an oxide of titanium, alu-
minum, or barium is first deposited as a highly 
reflecting layer on a substrate, then that layer is 
coated with a layer comprising white pigment 
(from the group consisting of titanium oxide, 
zinc oxide, zinc sulfide, barium sulfate, calcium 
carbonate, talc, and clay), and finally a layer 
comprising a nacreous pigment and a polymer 
is deposited. The nacreous pigments contain 
flakes of metal-oxide-coated mica, feldspar, sili-
cates, and quartz. The difference between the 
refractive indices of the second and the third 
layers should exceed 0.2. The thickness of the 
layer containing the nacreous pigment must be 
between 2 and 10 times the longest linear dimen-
sion of the nacreous flakes.

11.6.6  Sensor Applications Inspired by 
the Morpho Sulkowskyi Butterfly

Inspiration for the next two applications came 
from highly iridescent wings of the butter-
fly Morpho sulkowskyi. The reason this species 
was chosen from the Morpho genus is due to 
the peculiarities of the morphology of its wing 
scales; see Section 11.4.3. Compared to the other 

species in that genus, the scales of M. sulkowskyi 
have a higher ridge density with slightly slender 
shapes and a more regular lamellar structure, 
and, most important they contain only a neg-
ligible amount of a pigment that absorbs light 
and decreases reflectance [26]. The reflectance of 
the scale changes with either thermal expansion 
[136] or due to the entrapment of a vapor in the 
void regions of the scale [137].

When a wing of M. sulkowskyi is illuminated 
with midwave infrared (3–8 μm) light, a part of 
the incident energy is absorbed in the wing. This 
causes thermal expansion of the wing, resulting 
in increased spacing between the ridges, expan-
sion of the tree-like lamellar structure, and a 
thermally induced reduction in the refractive 
index of chitin (of which the wing is made); 
accordingly, spectral signatures of the wing 
shift. Doping the scales with single-walled car-
bon nanotubes enhanced the sensitivity and the 
dynamic response to the infrared exposure, and 
temperature changes as small as 0.02oC were 
detected within 25 ms [136], which is very prom-
ising for high-resolution microbolometry.

The scales trap air between the chitin structures. 
When that air is replaced by a vapor, the overall 
reflectance spectrum of a M. sulkowskyi wing 
changes. Very diverse  reflectance spectra are pro-
duced with different vapors, as has been noted 
with water, methanol, ethanol, and dicholoroeth-
ylene [137]. Replicas of these wings could therefore 
be used as optical sensors. Both applications––
thermal imaging and optical sensing––of butterfly 
wings would require standardization before becom-
ing industrially viable.

11.7 CONCLUDING REMARKS

Nature is not as simple as claimed by scientific 
reductionism. Complex structures have evolved 
over very long periods of time to perform one or 
many functions. There may be several routes to 
the display of the same functionality. Dyes and 
pigments occur widely in nature to produce color 
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for various purposes. Nonpigmented colors also 
occur with some frequency in nature, both in living 
creatures and inanimate objects. These structural 
colors are due to both regular and irregular arrays 
of scattering elements. Rich hues of structural col-
ors are usually produced collaboratively by sev-
eral physical mechanisms. A good understanding 
of these mechanisms and their interplays will help 
us in formulating artificial structural colors for 
fabrics, paints, cosmetics, and other applications.
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Biomimetic Antireflection 

Surfaces

Prospectus
The compound eyes of moths are composed by 
hexagonal arrays of non-close-packed nipples that 
exhibit low reflectance. The outer surface of the 
cornea of a moth consists of periodic arrays of coni-
cal protuberances, termed corneal nipples, typically 
of sub-250 nm height and spacing. These arrays of 
subwavelength nipples generate a graded transition 
of refractive index, leading to minimized reflection 
over a broad range of wavelengths and angles of 
incidence. In this chapter, the fabrication, charac-
terization, and modeling of moth-eye antireflection 
coatings on both transparent substrates (e.g., glass) 
and semiconductor wafers (such as crystalline silicon 
and GaAs) are discussed.

Keywords
Antiglare coating, Antireflection coating, Bioinspi-
ration, Broadband, Close-packed, Colloidal crystal, 
Crystalline silicon, GaAs, GaSb, Moth-eye surface, 
Nanopillars, Photovoltaics, Rigorous coupled-wave 
analysis, Self-assembly, Self-cleaning, Solar cells, Sub-
wavelength, Superhydrophobic coatings, Template, 
Thin-film multilayer model

12.1 INTRODUCTION

Antireflection coatings (ARCs) are typically optical 
films that are used on lenses and optoelectronic 
devices to reduce light reflection and mitigate its 
detrimental effects. ARCs are extensively utilized 
in applications where the transmission of light 
through an optical medium needs to be maxi-
mized, such as eliminating the ghost images for 
flat-panel displays, increasing the transmittance 
of optical lenses, reducing glaring from automo-
bile dashboards, and enhancing the conversion 
efficiency of solar cells [1–3].

12.1.1  Traditional Quarter-Wavelength 
Antireflection Coatings

ARCs rely on two criteria: material refractive 
index and film thickness. Optical reflection 
from surfaces is largely governed by the differ-
ence in refractive indices at material interfaces. 
The amount of reflection can theoretically be 
calculated by using the Fresnel equation [4]. 

C H A P T E R
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To maximize the suppression of reflection, the 
refractive index of a film interposed between 
two materials should be the geometric mean of 
their refractive indices. The thickness of the film 
should be a quarter wavelength (i.e., a quarter 
of the wavelength of light at the specific location 
where reflection reduction is desired) to take 
advantage of interference. Light that is reflected 
at the coating-substrate interface will be half of 
a wavelength out of phase from the incident 
light that is reflected from the coating-air inter-
face, resulting in destructive interference and 
reduced reflectance [4].

One important application of the quarter-
wavelength ARC is to improve the conversion 
efficiency of solar cells. Solar cells collect photons 
from sunlight and convert them into electric 
power [5]. Materials that are used to construct 
solar cells tend to have high refractive indices 
(e.g., crystalline silicon has a refractive index of 
∼3.5), which result in high reflectance [6]. 
Reflected light reduces the number of photons 
that can be used to form the electron-hole pairs 
that drive the current in solar cells. As a result, 
one of the goals in fabricating solar cells is to 
reduce the amount of light that is reflected. To 
accomplish this goal, texturing and antireflection 
coatings are used. Texturing (usually at the geo-
metrical-optics scale) reduces overall reflection 
by directing diffuse reflections back into the sub-
strate. This is usually done by chemical etching 
using potassium hydroxide (KOH) or inorganic 
acids [7, 8]. Though not quite as common as wet 
etching, reactive ion etching (RIE) and lasers can 
also be used to texture silicon [9–20].

Bioinspired texturing at the multiwavelength 
scale has been demonstrated to improve the 
light-harvesting capabilities of crystalline silicon 
solar cells [21, 22]. Typical antireflection coatings 
used on silicon are silicon nitride (SiNx) and tita-
nium dioxide (TiO2) films.

Quarter-wavelength SiNx films deposited by 
plasma-enhanced chemical vapor deposition 
(PECVD) are the industrial standard for ARCs 
on crystalline-silicon solar cells [5, 6]. They are 

designed to be most effective at wavelengths 
∼600 nm and are less effective for the near-infra-
red and other visible wavelengths, which are 
present in a large portion of the incident solar 
energy. These films also exhibit poor thermal 
stability due to the mismatch of thermal expan-
sion coefficient between SiNx and Si. The PECVD 
process is also costly.

Subwavelength structures such as pores and 
periodic and stochastic features can be used to 
realize graded refractive indices at the surface of 
semiconductor materials that are used in opto-
electronic devices [23–30]. These structures can 
potentially provide broadband antireflection, 
but the increased surface area of these features 
can increase the number of defect sites where 
electron-hole recombination can occur, which 
can be detrimental to the efficiency of photovol-
taic devices [31].

Glass and plastics such as polycarbonate and 
polymethylmethacrylate (PMMA) are impor-
tant optical substrates. Transparent substrates 
suffer less severe reflective loss than silicon and 
other semiconductor materials; a loss of ∼4% at 
the air/glass interface can degrade the perfor-
mance of devices with multiple components and 
optical interfaces. Substrates that have a refrac-
tive index of approximately 1.5 (e.g., glass) 
should ideally be coated with a material with a 
refractive index of 1.22, based on the Fresnel 
equation. Unfortunately, materials with this low 
refractive index are rare. As a result, magnesium 
fluoride with a refractive index of 1.38 is widely 
used as a single-layer ARC. But magnesium-
fluoride coatings are not suitable for polymers 
due to the high tensile growth stress and the 
poor mechanical properties of fluoride thin films 
at low polymer-processing temperatures [32, 
33]. Fluoropolymers with low refractive indices 
can also be used as ARCs [34–37].

To reduce reflection, expensive multilayer 
ARCs are typically used. The solution and tem-
perature requirements needed for depositing 
these coatings make them incompatible with 
many substrate materials such as plastics [38].
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Sol–gel techniques, discussed in Chapter 14 
by Risbud and Bartl, are used for preparing 
ARCs on transparent surfaces [39–42]. During 
synthesis, the refractive index of sols can be con-
trolled; for example, titania sol–gels can be made 
to have refractive indices as high as 1.8 that are 
useful for ARCs on materials such as indium tin 
oxide (ITO). Microstructure can be imprinted 
onto sol–gels or polymers to enhance their 
antireflective properties [43].

There are limitations with index-matching 
and quarter-wavelength coatings. First, there is 
a theoretical limitation on how much a single-
layer coating can reduce reflection. This can be 
overcome by adding layers of coatings; however, 
high fabrication cost and limited material selec-
tion are major concerns for multilayer ARCs. 
Second, quarter-wavelength coatings are both 
narrowband and have a narrow field of vision. 
The coatings are narrowband because of their 
fixed thickness and as a result they are selective 
of the wavelength of light where reflection is 
suppressed. Also, the incident rays must be at or 
very close to normal incidence for the destruc-
tive interference to occur [44].

12.1.2  Bioinspired Moth-Eye Broadband 
Antireflection Coatings

Solutions to these shortcomings can be found in 
nature. Nocturnal moths possess eyes that have 
a microstructured cornea that exhibit excellent 
broadband antireflection [45, 46]. The corneas of 
these eyes have a hexagonal array of non-close-
packed subwavelength pillars forming a grating 
that suppresses reflection of visible light (Figure 
12.1). The dimensions and spacing of the periodic 
pillar structures are smaller than the wavelength 
of light where reflection is to be suppressed. As a 
result, the effective refractive index of the coating 
is reduced. This refractive index is the weighted 
average by volume fraction of the refractive 
index of the substrate and the space between 
the pillars (typically air). The tapered structure 
of subwavelength nipples can thus generate a 

graded transition of refractive index, leading 
to minimized reflection over a broad range of 
wavelengths and angles of incidence [45, 47, 48].

Various top-down technologies, such as pho-
tolithography [49], electron-beam lithography 
[50], nanoimprint lithographyy [51, 52], and 
interference lithography [33, 45, 53, 54], have 
been developed for fabricating moth-eye ARCs. 
However, these techniques require sophisticated 
equipment and are expensive to implement  
[45, 55, 56]. Bottom-up self-assembly and subse-
quent templating nanofabrication provide a 
much simpler and cheaper alternative to com-
plex nanolithography in creating subwave-
length-structured moth-eye arrays [2, 57–59]. 

FIGURE 12.1 SEM images of a moth eye.
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Unfortunately, the successful development of 
high-throughput and large-area fabrication con-
tinues to be a major challenge with these bot-
tom-up techniques. Formation of moth-eye 
gratings on glass substrates typically requires 
different processing methods than semiconduc-
tor materials [1, 2, 33, 60–74]. Polymer or sol–gel 
films are usually applied to the surface and pat-
terns are formed by either embossing them 
using nanoimprint lithography or etching [75, 
76]. Polymers such as PMMA can have the 
moth-eye subwavelength structure directly pat-
terned onto their surfaces [77–79].

12.2 SCALABLE SELF-ASSEMBLY OF 
COLLOIDAL PARTICLES

Various self-assembly approaches, such as evap-
oration-induced assembly [80–83], layer-by-layer 
assembly [84, 85], assembly at liquid-liquid or 
liquid–air interfaces [86, 87], gravity sedimenta-
tion [88, 89], electrostatic repulsion [90–93], and 
template-assisted assembly [94–97], have been 
developed for colloidal crystallization. Unfortu-
nately, most of these bottom-up approaches are 
only favorable for low-volume, laboratory-scale 
production. They suffer from low throughput 
and incompatibility with mature microfabrica-
tion methods, thereby limiting the mass pro-
duction of colloidal templates for fabricating 
moth-eye antireflection coatings. To resolve the 
scale-up and compatibility issues of current col-
loidal self-assembly, two scalable bottom-up 
technologies based on spin-coating [98–110] and 
Langmuir–Blodgett (LB) assembly of colloids at 
a water–air interface [111] have been developed.

12.2.1  Spin-Coating Technological 
Platform

Spin coating is a well-established technique in 
standard microfabrication for producing highly 
uniform thin films with tunable thickness over 

a large area [112]. Spin coating has been widely 
utilized in assembling colloidal crystals, such 
as colloidal masks for nanosphere lithography  
[59, 113–115]. However, polycrystalline sam-
ples with poor qualities are usually the results 
obtained from conventional spin-coating meth-
ods, due to rapid evaporation of solvents (e.g., 
ethanol) used to disperse colloidal particles [116]. 
Instead, uniform silica particles with diameters 
ranging from ∼70 nm to over several micrometers 
are dispersed in various nonvolatile monomers, 
such as ethoxylated trimethylolpropane triacry-
late (ETPTA), with 1% Darocur 1173 as photo-
initiator [98, 99]. The particle volume fraction is 
usually tuned to ∼20%. Due to refractive-index 
matching between silica colloids and acrylate 
monomers, which reduces the attractive van der 
Waals forces between particles, the transparent 
colloidal suspensions are stable for a few months.

The colloidal suspension can be dispensed on 
a variety of substrates, such as silicon wafers, 
glass microslides, and plastic plates, and spin-
coated using standard spin coaters. Formation of 
wafer-scale colloidal crystals occurs within  
seconds, as indicated by the appearance of a strik-
ing diffraction star with six arms (Figure 12.2); 
this pattern is characteristic of long-range 
hexagonal ordering [98, 117]. The monomers are 

FIGURE 12.2 Photograph of a 3D ordered colloidal crys-
tal-polymer nanocomposite film consisting of 325 nm silica 
spheres on a 4-in. silicon wafer illuminated with white light. 
Adapted with permission from Am Chem Soc 126 (2004), 
13778–13786. Copyright 2004, American Chemical Society.
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then rapidly polymerized to form 3D ordered 
polymer nanocomposites (Figure 12.2). A scan-
ning electron microscope (SEM) image (Figure 
12.3a) and its Fourier transform (inset of Figure 
12.3a) demonstrate the highly ordered structures 
with hexagonal packing on the film surface. 

At higher magnification (Figure 12.3b), 
another interesting feature is evident, i.e., the 
spheres of the top layer are not contacting with 
each other, but they exhibit center-to-center 
distance around 1.41D, where D is the diameter 
of colloids. The non-close-packing of colloids 
and the specific spacing between intra-layer 
spheres are much more apparent after the 
polymer matrix is selectively removed by 
conventional oxygen plasma etching. As shown 
in Figure 12.3c, the top-layer spheres only fill in 
the triangularly arranged crevices made by the 
non-touching spheres of the underneath layer. 
This non-close-packed structure is indeed 
exhibited by all layers of the spin-coated 

colloidal crystal. The ordering perpendicular to 
the substrate surface is apparent in the cross-
sectional SEM image (Figure 12.3d).

Besides the unusual non-close-packed crys-
talline structure, the spin-coating technology 
enables rapid production of wafer-sized colloi-
dal crystals with highly uniform and tunable 
thickness ranging from a single monolayer to 
hundreds of monolayers [98, 99]. The crystal 
thickness can be easily adjusted by tuning the 
spin speed and duration. The crystal thickness 
is inversely proportional to the spin speed and 
the square root of the spin duration. For instance, 
colloidal crystals consisting of 325-nm-diameter 
silica spheres with 2, 5, and 41 colloidal multi-
layers can be fabricated by spin coating at  
6,000 rpm for 900, 170, and 120 s, respectively. 
The typical spin-coating condition to assemble 
submicrometer-sized particles into monolayer, 
non-close-packed colloidal arrays (Figure 12.4) 
is 8,000 rpm for 5–6 min.

FIGURE 12.3 (a) Typical top-view SEM image of a spin-coated colloidal crystal-polymer nanocomposite film. The inset 
shows a Fourier transform of a 40 × 40 μm2 region. (b) Higher-magnification image. (c) Typical top-view SEM image of a 
released multilayer colloidal crystal after removing polymer matrix. (d) Cross-sectional SEM image of the released colloidal 
crystal. Adapted from Ref. 98.
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The wide range of particle diameters achieva-
ble with the spin-coating technique is another 
advantage over older self-assembly methods (e.g., 
convective self-assembly), since quick gravita-
tional sedimentation of large silica spheres 
(>400 nm) causes serious problems in making 
high-quality crystals [82]. Given the short spin-
coating and photopolymerization time (in min-
utes), the formidable challenge of sedimentation 
can be completely avoided. With the spin-coating 
technique, monodispersed silica colloids with a 
wide diameter range from 70 nm to 2 μm can be 
assembled to form 3D ordered colloidal crystals 
[98, 99, 106]. 

Two samples made from 70-nm (Figure 12.5a) 
to 1,320-nm (Figure 12.5b) diameter silica parti-
cles show similar long-range hexagonal ordering 
and center-to-center distance (around 1.41D) to 
those of submicrometer-sized spheres (Figures 
12.3 and 12.4). The well-established microemul-
sion method was used to synthesize monodis-
persed silica nanoparticles with 70-nm diameter 
[118, 119]. Higher spin-coating speed and longer 
coating durations are needed to align 70-nm par-
ticles than their submicrometer-sized counter-
parts [106]. This is not surprising, since the 

FIGURE 12.4 (a) Photograph of a non-close-packed 
monolayer colloidal crystal made by spin coating. (b) Typical 
top-view SEM image of the monolayer sample. Inset showing 
a Fourier transform of a 40 × 40 μm2 region. Reprinted with 
permission from Appl Phys Lett 89 (2006), 011908. Copyright 
2006, American Institute of Physics.

FIGURE 12.5 Typical top-view SEM images of spin-coated 
colloidal crystals with different sphere sizes. (a) A sample 
made from 70-nm-diameter spheres and coated at 10,000 rpm 
for 10 min. (b) A sample made from 1,320-nm-diameter 
spheres and coated at 600 rpm for 120 s. Adapted with permis-
sion from J Am Chem Soc 126 (2004), 13778–13786. Copyright 
2004, American Chemical Society. Adapted from Ref. 106.
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rheology measurements (Figure 12.6) show that 
much higher shear rate is required to achieve low 
relative viscosity for 70-nm particles compared 
to 350-nm spheres with the same particle volume 
fraction (0.20), indicating higher spin speed is 
necessary to crystallize smaller particles. The 
shear-thinning behavior exhibited by the colloi-
dal suspensions is due to the formation of hex-
agonally packed colloidal layers caused by the 
coupling of the centrifugal and viscous forces 
[91, 117, 120–124] and the reduced resistance 
when layers of ordered spheres glide over one 
another [120, 124].

Besides  energy-favorable  hexagonally 
ordered colloidal crystals, the spin-coating tech-
nology also enables the formation of wafer-
scale, non-close-packed crystals with unusual 
square ordering (Figure 12.7) [110] that are con-
sistent with the industry-standard rectilinear 
coordinate system for simplified addressing and 
circuit interconnection [125]. The alternate for-
mation of hexagonal and square diffraction pat-
terns when the spin speed is higher than 6,000 
rpm is observed. The spin-coating process can 
be stopped, once a strong four-arm diffraction 
pattern is formed on the wafer surface. 

Figure 12.7a shows a photograph of a 4-in. 
colloidal monolayer sample consisting of 380 nm 
silica spheres and spin-coated at 8,000 rpm for 
150 s. The sample exhibits a distinctive four-arm 
diffraction pattern under white-light illumina-
tion, and the angles between the neighboring dif-
fraction arms are 90°. This pattern is characteristic 
of long-range square ordering. This is confirmed 
by the SEM image in Figure 12.7b and is further 
evidenced by the squarely arranged peaks in the 
Fourier transform of a low-magnification SEM 
image. The interparticle distance of the squarely 

FIGURE 12.7 (a) Photograph of a spin-coated mono layer, 
non-close-packed colloidal crystal with metastable square 
lattice. (b) SEM image of the sample. The inset shows a Fourier 
transform of a low-magnification image. Reprinted with per-
mission from J Vac Sci Technol B 27 (2009), 1043–1047. Copy-
right 2009, American Institute of Physics.
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FIGURE 12.6 Shear-thinning behavior of silica-ETPTA 
suspensions using 70- and 350-nm particles at a volume 
fraction of 0.2. Adapted from Ref. 106.
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ordered crystal is determined to be ∼1.46D by 
the first peak of the pair correlation function 
(PCF), which is calculated from a low-magnifica-
tion SEM image [110].

12.2.2  Langmuir–Blodgett Particle 
Assembly at Air–Water Interface

The spin-coating technology described in Sec-
tion 12.2.1 is suitable for large-scale produc-
tion of highly ordered colloidal crystals with 
unusual non-close-packed crystalline struc-
ture. However, spin coating can only be per-
formed on flat substrates with low surface 
roughness. It is almost impossible for spin 
coating to create colloidal crystals on curved 
surfaces (e.g., optical lenses) and substrates 
with rough surface, such as a solar-grade mul-
ticrystalline silicon (mc-Si) wafer. To enable 
the formation of colloidal crystals on curved 
and/or rough surfaces, a simple but scalable  
Langmuir–Blodgett particle-assembly technol-
ogy has been developed [111].

Monodispersed silica particles synthesized 
by the standard Stöber method [126] are puri-
fied by repeated centrifugation/redispersion 
cycles in ethanol and then redispersed in ethyl-
ene glycol with particle volume fraction of 0.20. 
With a clamp attached to a syringe pump, vari-
ous substrates (e.g., mc-Si wafer) can be verti-
cally immersed in a crystallizing dish containing 
deionized water. The silica/ethylene glycol sus-
pension is then added dropwise to the surface 
of the water. The suspension is spread to form 
a thin layer floating on the surface of the water. 
With the gradual dissolving of ethylene glycol 
in water, silica microspheres accumulate at the 
water–air interface due to the high surface ten-
sion of water (72.75 mN/m at 20°C). The capil-
lary action between neighboring silica 
microspheres can then organize the floating 
particles into close-packed monolayer colloidal 
crystals that exhibit striking iridescence caused 
by light diffraction [80]. The substrate is then 
slowly withdrawn at a rate of ∼0.5 mm/min 

controlled by the syringe pump. As the wafer is 
withdrawn, the floating monolayer colloidal 
crystal is transferred onto the substrate.

Figure 12.8a shows a photograph of a 5-in. 
solar-grade (mc-Si) wafer with the right half 
(yellowish region) covered by a uniform mon-
olayer of 250-nm silica particles. The typical top-
view SEM images in Figure 12.8b illustrate the 
right part of the wafer. The high surface rough-
ness of the wafer as evidenced by the randomly 
distributed, micrometer-sized pits, and the uni-
form coverage of the rough surface by hexago-
nally close-packed silica particles is clearly 
evident. Figure 12.8c shows a photograph of a 
5-in. single-crystal silicon (sc-Si) wafer covered 
by a high-quality monolayer of 200-nm silica 
spheres assembled using the LB method. The 
long-range ordering of the colloidal array is 
demonstrated by the top-view SEM image in 
Figure 12.8d. This simple colloidal self-assembly 
technology does not require sophisticated equip-
ment (e.g., a Langmuir–Blodgett trough) [127] to 
organize silica microspheres with diameter 
ranging from ∼70 nm to ∼30 μm over wafer-
sized areas. In addition, extensive experimental 
results show that this technique is compatible 
with roll-to-roll processing, promising for scal-
ing up to large-volume production.

12.3 TEMPLATED BROADBAND 
MOTH-EYE ANTIREFLECTION 

COATINGS ON SEMICONDUCTOR 
WAFERS

The self-assembled colloidal arrays can be used 
as structural templates to create broadband 
moth-eye ARCs on a large variety of techno-
logically important inorganic semiconductor 
wafers. The high refractive indices of semi-
conductors lead to severe surface reflection, 
greatly impeding the efficiencies of many opto-
electronic devices ranging from solar cells to 
photodiodes.
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12.3.1  Crystalline Silicon Moth-Eye 
Antireflection Coatings

Crystalline silicon is widely used in fabricat-
ing solar cells [5]. The production of photovol-
taic panels is dominated by crystalline-silicon 
solar cells with 98% of the market share. More 
specifically, 36% of the 2004 production is 
based on sc-Si, 58% on mc-Si, and 4% on thin-
film amorphous silicon (a-Si) [128]. Ideally, a 
solar cell should absorb all available photons. 

However, due to the high refractive index 
of silicon, more than 35% of incident light is 
reflected back from the surface [3, 6, 53]. To 
lower manufacturing costs and increase con-
version efficiency of solar cells, it is highly 
desirable to develop inexpensive nanofabri-
cation techniques that enable large-scale pro-
duction of broadband ARCs with high coating 
stability and durability for reducing reflection 
over a broad range of wavelengths and angles 
of incidence.

FIGURE 12.8 (a) Photograph of a commercial mc-Si wafer with the right half covered by a close-packed monolayer of 
250-nm silica particles assembled using the LB method. (b) Typical top-view SEM image of the right part of the wafer in (a). 
(c) Photograph of a silicon wafer covered with a close-packed monolayer of 200-nm silica particles. (d) Top-view SEM image 
of the sample in (c). Reprinted with permission from Appl Phys Lett 99 (2011), 191103. Copyright 2011, American Institute of 
Physics. (For interpretation of color in this figure, the reader is referred to the web version of this book.)



314 12. BIOMIMETIC ANTIREFLECTION SURFACES 

12.3.1.1  Wet-Etched Single-Crystalline Silicon 
Moth-Eye Antireflection Coatings

The first approach to fabricate nanostructured 
ARCs on sc-Si wafers is similar to the conven-
tional anisotropic etching processes used in 
standard crystalline-silicon solar-cell produc-
tion. A schematic illustration of the fabrica-
tion procedures is shown in Figure 12.9 [102]. 
Non-close-packed colloidal monolayers on  
(1 0 0) silicon wafers are first assembled by 
the spin-coating technology [98, 99]. The non-
close-packed silica particles function as shadow 
masks during an electron-beam evaporation 
process for depositing a 30-nm-thick chromium 
layer. After lifting off the templating silica par-
ticles, a periodic array of nanoholes (Figure 
12.10a), the diameter of which is determined 

by the size of the templating silica spheres, can 
be formed [129]. These circular nanoholes can 
then be used as etching masks during a KOH 
anisotropic etching process to create wafer-scale 
inverted pyramidal arrays (Figure 12.10b) on 
the wafer surface [101].

The specular optical reflectivity of the repli-
cated pyramidal arrays is evaluated using visi-
ble-near-IR reflectivity measurement at normal 
incidence. Figure 12.10c shows the measured 
specular reflection spectra from a polished (1 0 
0) silicon wafer and an inverted pyramidal array 
with 360-nm pits. The flat silicon substrate 
exhibits high reflectance (>35%) for visible and 
near-infrared wavelengths, whereas the tem-
plated gratings show reduced reflectance of 
∼10% for long wavelengths (>600 nm). The 
reflectance is further reduced to ∼2% for 

Silica in monomer

Wet etch; Cr etch

Spin coat; UV-cure Remove silica

RIE

EB-evaporate Cr

FIGURE 12.9 Schematic illustration of the templating nanofabrication procedures for creating inverted pyramidal grat-
ings on single-crystalline (1 0 0) silicon wafers. Adapted with permission from Chem Mater 19 (2007), 4551–4556. Copyright 
2007, American Chemical Society.
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wavelengths around 400 nm. This antireflection 
performance is good but not outstanding. The 
optical simulations based on a rigorous coupled-
wave approach (RCWA) [130, 131] indicate that 
the limited antireflection performance of the 
inverted pyramidal arrays is caused by the lim-
ited optical depth of the inverted pyramids. Due 

to the characteristic 54.7° sidewalls, the depth of 
the V-shaped inverted pyramids created by the 
anisotropic wet etch is affected by the size and 
separation of the templating spheres. To greatly 
improve the antireflection performance of the 
templated ARCs, the optical depth of the grat-
ings needs to be increased.
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FIGURE 12.10 (a) SEM image of a templated chromium nanohole array using spin-coated non-close-packed monolayer 
colloidal crystal as deposition mask. (b) SEM image of a 360-nm-sized inverted pyramidal array templated from 320-nm-
diameter silica spheres. (c) Specular optical reflectivity spectra at normal incidence. Black: bare (1 0 0) silicon wafer. Red: the 
sample in (b). Reprinted with permission from Appl Phys Lett 91 (2007), 231105. Copyright 2007, American Institute of Physics. 
(For interpretation of the references to color in this figure legend, the reader is referred to the web version of this book.)
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12.3.1.2  Dry-Etched Single-Crystalline Silicon 
Moth-Eye Antireflection Coatings

To fabricate periodic arrays of moth-eye pillars 
with high aspect ratio, a versatile dry-etching-
based templating nanofabrication technology 
has been developed [105, 109]. The outline of 
the templating procedures for patterning moth-
eye pillar arrays on single-crystalline silicon 
substrates is shown in Figure 12.11. The spin-
coating technique [99] is first used to gener-
ate non-close-packed colloidal monolayers of 
hexagonally ordered silica particles on silicon 
wafers (Figure 12.11a). These particles are then 

used as etching masks during a chlorine-RIE 
process (5 mTorr pressure, 20 sccm chlorine flow 
rate, and 80 W) or a SF6-RIE process (40 mTorr 
pressure, 26 sccm SF6, 5 sccm O2, and 25 W). 
Because the etching rate of silica is much lower 
than that of silicon under above-RIE conditions 
[112], silica particles protect silicon immediately 
underneath them from being etched, resulting 
in the formation of pillar arrays directly on the 
silicon surface (Figure 12.11b). Once the silicon 
pillars are deep enough, the templating silica 
spheres can be removed by dissolving in a 2% 
hydrofluoric-acid aqueous solution. 

1 µm
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Cl2 RIE O2 RIE

HF etch
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FIGURE 12.11 Outline of the templating procedures for fabricating antireflective silicon pillar arrays by using spin-
coated, non-close-packed, monolayer colloidal crystal as template. Adapted from Ref. 105.
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Interestingly, arrays of micro-candles, consist-
ing of silicon columns as candle bodies and poly-
mer dots as candle wicks, are clearly evident 
after removing the templating silica spheres  
(Figure 12.11c). The polymer dots are unetched 
residues of the thin polymer wetting layer (∼100 
nm thick) between the spin-coated colloidal 
monolayer and the silicon substrate. These dots 
can be easily removed by brief oxygen RIE to 
generate clean silicon pillar arrays (Figure 12.11d).

The resulting silicon moth-eye ARCs with 
high aspect ratio show excellent broadband 
antireflection properties, as illustrated by the 
specular reflectance spectra shown in Figure 
12.12. Very low reflectance (<2.5%) over a wide 
range of wavelengths is obtained. The experi-
mental reflectance measurements are comple-
mented by theoretical calculations using the 
RCWA. The experimental spectra match reason-
ably well with the simulated spectra.

Besides optical depth, the crystal structure of 
the moth-eye ARCs also affects their antireflection 

performance. As shown in Figure 12.7, the spin-
coating technology enables wafer-scale assembly 
of non-close-packed colloidal crystals with meta-
stable square ordering. This allows us to create 
moth-eye ARCs with square arrays using the 
same templating technique described previously 
and then compare their antireflection perfor-
mance with the nature-inspired hexagonal arrays 
[110]. Figures 12.13a and 12.13b show side-view 
SEM images of a square and a hexagonal moth-
eye array fabricated using the same templating 
conditions. The antireflection performance of the 
square array is apparently better than that of the 
hexagonal array (Figure 12.13c).

The pillar pitch of moth-eye ARCs also affects 
the final antireflection performance. Figure 
12.14a shows a moth-eye ARC fabricated using 
70-nm silica spheres (see Figure 12.5a) as tem-
plate. Figure 12.15b compares the specular reflec-
tion from a commercial crystalline silicon solar 
cell with PECVD-deposited SiNx ARC, and the 
templated nanopillar array [106]. It is apparent 
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FIGURE 12.12 Experimental (solid) and RCWA-simulated (dotted) specular reflection at normal incidence from a flat 
silicon wafer and a 60-min Cl2-RIE-processed silicon pillar array. Adapted from Ref. 105.
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that the nanopillar ARC exhibits excellent broad-
band antireflection property, better than com-
mercial ARC on the crystalline silicon solar cell, 
which shows reduced reflection only around 
600–800 nm [6].

12.3.1.3  Dry-Etched Multicrystalline Silicon 
Moth-Eye Antireflection Coatings

The same dry-etch approach can also be uti-
lized to create broadband moth-eye ARCs on 

commercial mc-Si wafers covered with close-
packed silica particles (Figure 12.8b) [111].  
Figure 12.15a shows the typical top-view SEM 
image of a templated moth-eye grating using 
LB-assembled silica spheres as etching mask 
during a Cl2-RIE process. Figure 12.15b com-
pares the specular hemispherical reflectance 
obtained from a polished sc-Si wafer, a solar-
grade mc-Si wafer, and the templated mc-Si 
grating. The flat sc-Si wafer exhibits 30–50% 
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FIGURE 12.13 Comparison of the specular optical reflection at normal incidence between (a) a square silicon array and 
(b) a hexagonal silicon array patterned under the same conditions. Reprinted with permission from J Vac Sci Technol B 27 
(2009), 1043–1047. Copyright 2009, American Institute of Physics.
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hemispherical reflectance for wavelengths from 
400 to 900 nm, matching early measurements in 
the literature [132, 133]. The rough surface of 
the commercial mc-Si facilitates to reduce the 
hemispherical reflectance to 20–30%. By con-
trast, the templated mc-Si grating shows excel-
lent broadband antireflection property, and 
the hemispherical reflectance is near zero for 
a wide range of wavelengths from ∼500 nm to 
∼850 nm.

12.3.2  Templated Moth-Eye Antireflection 
Coatings on Other Semiconductor 
Wafers

The templating nanofabrication technology devel-
oped for making moth-eye ARCs on crystalline 
silicon substrates can be easily extended to many 
other technologically important semiconduc-
tor wafers, such as GaAs and GaSb, which have 
been widely utilized in making high-efficiency 
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FIGURE 12.14 (a) Cross-sectional SEM image of 
20-min-etched silicon nanopillars templated from 70-nm 
silica spheres. (b) Experimental and simulated specular 
reflection at normal incidence from a commercial single-
crystalline silicon solar cell with SiNx ARC, and the tem-
plated silicon nanopillar array as shown in (a). Adapted 
from Ref. 106.
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FIGURE 12.15 (a) Typical top-view SEM image of a tem-
plated moth-eye grating on multicrystalline silicon. (b) Com-
parison of hemispherical reflectance obtained from a polished 
sc-Si wafer, a commercial mc-Si wafer, and a templated mc-Si 
grating. Reprinted with permission from Appl Phys Lett 99 
(2011), 191103. Copyright 2011, American Institute of Physics.
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concentrating solar cells and thermophotovoltaic 
cells [104, 108]. The surface temperature of these 
cells is usually higher than that of a conventional 
cell [134, 135]. Therefore, ARCs with high ther-
mal stability are highly preferred. Fortunately, 
the templated moth-eye ARCs exhibit excellent 
thermal stability because the resulting coatings 
are directly patterned on the wafer surface and 
no foreign materials, as in conventional quarter-
wavelength design, need to be deposited on the 
substrates. Figure 12.16 compares the normal-
incidence specular reflectance spectra of a tem-
plated GaSb moth-eye ARC prior to and after 
annealing at 200°C for 6 h. The change in reflec-
tance is very small. This is in sharp contrast to 
the conventional quarter-wavelength ARCs that 
exhibit significant antireflection degradation, 
even at temperature as low as 100°C [136].

12.4 TEMPLATED TRANSPARENT 
MOTH-EYE ANTIREFLECTION 

COATINGS

Transparent substrates, such as glass, are 
widely used in our daily life. Although the 

reflective loss from glass is not as severe 
as that from semiconductors, a ∼4% opti-
cal reflection from each air–glass inter-
face could still degrade the performance 
of optical devices, especially when mul-
tiple components are involved [2, 33].  
To generate transparent ARCs on glass sub-
strates, various bottom-up self-assembly tech-
niques have been exploited [1, 3, 53, 60, 61, 
137–142]. For instance, layer-by-layer assembly 
of polyelectrolyte or polyelectrolyte-colloid 
multilayers has been demonstrated as an effi-
cient means of creating ARCs on glass [2, 60, 
138, 140]. Unfortunately, traditional bottom-up 
techniques suffer from low throughput and 
incompatibility with standard microfabrica-
tion, limiting the mass production of practical 
coatings. By contrast, the spin-coating techno-
logical platform enables scalable production 
of transparent moth-eye ARCs with tunable 
structural parameters on glass substrates.

12.4.1  Templated Polymer Moth-Eye 
Antireflection Coatings

A schematic outline of the templating procedures 
for fabricating polymer moth-eye ARCs on glass 
is shown in Figure 12.17 [100, 107]. The polymer 
matrix of spin-coated colloidal crystal-polymer 
nanocomposites can be plasma-etched (40 mTorr 
oxygen pressure, 40 sccm flow rate, and 100 W) 
to adjust the height of the protruded portions of 
silica spheres. The long-range periodic surface 
protrusions of the exposed silica spheres can be 
easily transferred to a poly(dimethylsiloxane) 
(PDMS) mold. The solidified PDMS mold can 
then be peeled off and put on top of ETPTA 
monomer supported by a glass slide with spac-
ers in between. After polymerization of ETPTA 
and peeling off PDMS mold, polymer moth-eye 
nipple arrays with tunable depth can be easily 
generated. The flexible PDMS mold enables the 
creation of polymer moth-eye ARCs on both pla-
nar and curved surfaces.
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FIGURE 12.16 Comparison of the normal-incidence 
specular reflectance between an as-fabricated GaSb moth-
eye grating and the same sample after annealing at 200°C for 
6 h. Reprinted with permission from Appl Phys Lett 92 (2008), 
141109. Copyright 2008, American Institute of Physics.
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Figures 12.18a and 12.18b show atomic force 
microscope (AFM) images of two polymer moth-
eye nipple arrays replicated from the same 
nanocomposite sample consisting of 360-nm 
silica spheres after 20 s and 45 s oxygen-plasma 
etching, respectively. The shape of nipples in the 
latter sample is close to hemispherical, as 
revealed by the AFM depth profile. Figure 12.18c 
compares the specular reflectance spectra 
obtained from a flat polymer control sample and 
two polymer moth-eye arrays with different nip-
ple depths. It is apparent that the hemispherical 
nipple array shows significantly lower reflec-
tance than that of the flat control sample and the 
moth-eye grating with shallower spherical caps 
for the whole visible spectrum.

The antireflection performance of polymer 
moth-eye ARCs can be further improved by 
using fluoropolymers [107]. A few perfluoroether 
acrylate monomers have been synthesized and 
used in creating moth-eye gratings using the 
same templating procedures as described 
previously. The utilization of fluoropolymers as 
the materials for templating moth-eye ARCs has 
at least three advantages over nonfluorinated 

polymers. First, the low refractive indices of 
fluoropolymers, coupled with the templated moth-
eye microstructures, improve the antireflective 
performance. The normal-incidence reflectance 
from a perfluoroether acrylate hemispherical 
nipple array is below 0.5% for most of the visible 
spectrum (400–700 nm). Second, the elastomeric 
properties of fluoropolymers with low glass 
temperature enable the creation of high-
performance ARCs on curved surfaces. Third, 
fluoropolymers are intrinsically hydrophobic, 
facilitating the realization of self-cleaning ARCs.

The described soft-lithography-like templat-
ing technology enables wafer-scale fabrication 
of polymer moth-eye ARCs with periodic arrays 
of unitary hemispherical nipples. However, the 
height of the resulting nipples is at most the 
radius of the templating spheres, limiting the 
optical depth and the final antireflection perfor-
mance of the unitary ARCs. 

The spin-coating technological platform has 
therefore been extended one step further by 
demonstrating the production of binary dim-
ple-nipple moth-eye ARCs on glass substrates 
[103]. The optical depth of the resulting binary 
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FIGURE 12.17 Schematic of the templating procedures for making polymer moth-eye ARCs on glass. Reprinted with 
permission from Appl Phys Lett 91 (2007), 101108. Copyright 2007, American Institute of Physics.
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ARCs can almost be double that of their unitary 
counterparts. To generate binary ARCs, double-
layer, non-close-packed colloidal crystals are 
first assembled by using the spin-coating tech-
nology. The polymer matrix is then partially 
removed and the exposed silica spheres are dis-
solved in a 2% hydrofluoric-acid aqueous solu-
tion, leaving behind a polymer dimple-nipple 
array, as shown by the side-view SEM image in 

Figure 12.19a. The resulting periodic binary 
structure can then be replicated into a thin layer 
of polymer (e.g., ETPTA) on a glass substrate 
using the same templating approach as 
described previously. From the reflectance 
measurements in Figure 12.19b, it is evident 
that the binary ARC shows improved antireflec-
tive performance over the unitary hemispheri-
cal ARC for most of the visible wavelengths.
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FIGURE 12.18 (a, b) AFM images of templated polymer moth-eye arrays with different nipple depths. (c) Experimental 
(solid) and simulated (dotted) specular optical reflectance at normal incidence obtained from a flat ETPTA control sample, a 
moth-eye nipple array with 110-nm spherical caps, and a nipple array with 180-nm hemispherical caps. Reprinted with permis-
sion from Appl Phys Lett 91 (2007), 101108. Copyright 2007, American Institute of Physics.
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12.4.2  Templated Sol–Gel Glass Moth-
Eye Antireflection Coatings

The templated silicon pillars with high aspect 
ratio (Figure 12.11d) can be used as second-gen-
eration templates to replicate sol–gel glass moth-
eye ARCs on transparent substrates [105]. A 
PDMS mold is first cast over the silicon template 
and then put on top of a sol–gel glass precursor 
supported by a glass slide [143]. The precursor 

is then solidified by baking at 120°C for 5 min. 
Glass pillar arrays with high aspect ratio can 
then be made after peeling off the PDMS mold. 

Figure 12.20a shows a side-view SEM image of 
a templated sol–gel glass pillar array. The size and 
depth of the glass pillars are reduced by ∼10% 
over those of the templating silicon pillars due to 
the volume shrinkage  during the solidification of 
sol–gel precursor. The templated glass pillar 
arrays exhibit excellent antireflective properties 
over the whole visible spectrum (Figure 12.20b).
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FIGURE 12.19 (a) Cross-sectional SEM image of a 
polymer moth-eye grating with binary structure. (b) Normal-
incidence specular reflectance spectra from a bare glass sub-
strate, a glass slide covered with a templated ETPTA binary 
dimple-nipple array, and a glass slide coated with an ETPTA 
unitary hemispherical nipple array. Adapted with permis-
sion from J Phys Chem C 112 (2008), 17586–17591. Copyright 
2008, American Chemical Society.
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FIGURE 12.20 (a) Cross-sectional SEM image of a tem-
plated sol–gel glass moth-eye pillar array. (b) Experimental 
(solid) and RCWA-simulated (dotted) specular reflectance at 
normal incidence from a flat glass substrate and a sol–gel 
glass pillar array. Adapted from Ref. 105.
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12.5 NANOSTRUCTURED 
SUPERHYDROPHOBIC COATINGS

Besides the broadband antireflection proper-
ties described in Sections 12.3 and 12.4, the tem-
plated nanopillar arrays with high aspect ratio 
can also significantly enhance the hydrophobic-
ity of the substrate surface due to the high frac-
tion of air trapped in the trough area between 
pillars [144–146]. Indeed, periodic arrays of 

nanopillars have been observed on the wings of 
cicada to render superhydrophobic surfaces for 
self-cleaning functionality [146]. The hydropho-
bicity of the templated silicon and glass nano-
pillars can be improved by functionalizing them 
with fluorosilane through the well-established 
silane coupling reaction [147]. 

Figures 12.21a and 12.21b show water-drop 
profiles on fluorosilane-modified silicon and 
glass pillar arrays, respectively. Both coatings 
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FIGURE 12.21 Superhydrophobic coatings achieved on both templated silicon and sol–gel glass nanopillar arrays. (a) 
Water-drop profile on a fluorosilane-modified silicon pillar array. (b) Water-drop profile on a fluorosilane-modified glass 
pillar array templated from the sample in (a). (c) Apparent water contact angle of templated silicon and glass pillar arrays 
etched at different reactive ion etching durations. Adapted from Ref. 105.
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are superhydrophobic and the measured appar-
ent water contact angle (CA) is ∼172° for the 
former and ∼160° for the latter, significantly 
enhanced from ∼108° to ∼105° on fluorinated 
flat silicon and glass substrates.

 Figure 12.21c shows the dependence of the 
measured water CA on RIE duration. It is appar-
ent that longer etching duration (i.e., larger 
aspect ratio for the resulting nanopillars) leads 
to a more hydrophobic surface. This agrees well 
with previous studies on microstructure-induced 
dewetting [144–146]. The volume shrinkage 
during the sol–gel glass solidification process 
could explain the reduced CA for glass pillar 
arrays over the corresponding silicon arrays.

12.6 CONCLUSIONS

Biomimetic moth-eye ARCs exhibit much-
improved broadband antireflection and thermal 
stability than traditional quarter-wavelength 
ARCs. Colloidal lithography-based templat-
ing nanofabrication provides a much simpler, 
cheaper, and faster alternative to complex top-
down nanolithography in creating subwave-
length-structured moth-eye ARCs.

To improve the scalability and compatibility 
of current colloidal self-assembly, a versatile 
spin-coating technological platform and a Lang-
muir–Blodgett assembly technology that enable 
large-scale production of colloidal template for 
patterning moth-eye ARCs have been devel-
oped. The structural parameters of the resulting 
antireflection gratings, such as crystalline struc-
ture, pitch size, pillar depth, aspect ratio, and 
shape, can be easily adjusted by tuning the tem-
plating conditions. Excellent broadband antire-
flection has been achieved on a large variety of 
substrates for important technological applica-
tions ranging from improving the efficiency of 
PV cells to reducing glare from optoelectronic 
devices. The templated periodic arrays of nano-
pillars with high aspect ratios can also facilitate 
the achievement of superhydrophobic surface 

state, which is promising for developing self-
cleaning antireflection coatings.

The bioinspired moth-eye ARCs can be 
directly used in improving the performance of 
many optical and optoelectronic devices (e.g., 
optical lenses and photodiodes). However, on 
some occasions, the low reflection rendered by 
the moth-eye structure may not be sufficient in 
enhancing the final device performance. A 
prominent example is furnished by crystalline-
silicon solar cells. One key technical risk that 
could limit the conversion efficiency of solar 
cells with integrated moth-eye ARCs is the sur-
face recombination of charge carriers [5]. The 
high surface area enabled by nanostructured 
moth-eye gratings could greatly increase the 
surface recombination rate of electrons and 
holes, impacting the final conversion efficiency 
of the solar cells. The moth-eye nanostructure 
(e.g., size, shape, and depth of nanopillars) 
therefore needs to be optimized to balance the 
optical and optoelectronic properties of the 
resulting coatings.
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13
Biomimetic Self-Organization  

and Self-Healing

Prospectus
Self-organization and self-healing appeal to humans 
because difficult and repeated actions can be avoided 
through automation via bottom-up nonhierarchical 
processes. This is in contrast to the top-level con-
trolled manner we normally apply as an action strat-
egy in manufacturing and maintenance work. This 
chapter presents eight different self-organizing and 
self-healing approaches in nature and takes a look 
at realized and potential applications. Furthermore, 
the core principles for each approach are described 
using simplified drawings in order to make the ideas 
behind the self-organizing and self-healing principles 
more accessible to design practitioners.

Keywords
Adaptive growth, Animal behavior, Bio-inspired 
design, Breaking plane, Collective decision mak-
ing, Decentralized control, Emergent structures, 
Extensibility, Flock coordination, Multilayer forma-
tion, Self-healing, Self-organizing, Social insects, 
Stigmergy, Swarm intelligence, Tensairity

13.1 INTRODUCTION

We humans normally apply a very con-
trolled approach to organizing activities and 

producing goods. For instance, a sculptured 
metal part for a car is produced by shaping 
bulk material into thin sheets and then press-
ing them into shape in a die with a predefined 
geometry. In contrast, nature constructs geom-
etry in seashells, insects, and plants without a 
guiding mold or die. Instead, the geometrical 
instructions are inherent in the single building 
blocks, namely, in the cells. The traffic move-
ments of trains and airplanes are controlled 
through time schedules and centralized com-
mand structures. In nature, bird flocks, fish 
schools, ants, and penguins move nimbly and 
purposefully without an overall controlling 
body. In many situations, it could be advan-
tageous to emulate nature and move some of 
the planning capacity away from the central 
hierarchical level down to the single building 
blocks. This chapter examines how nature uses 
self-organization and self-healing and identi-
fies the underlying principles. Furthermore, it 
describes how the principles have been used 
and can be applied by humans.

The concepts of self-organization are often 
explained by looking at emergent structures 
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and properties [1, 2]. Emergent structures are 
more than the sum of the constituents in the 
sense that an emergent structure has character-
istics that are not expected from looking at the 
single elements brought together to make it. 
Emergence is used to describe macroscopic phe-
nomena that are not seen on the microscopic 
scale. An emergent structure is governed by a 
combination of rules and principles at the 
microscopic scale with the interaction of the 
macroscopic structure and its surroundings. 
Emergent properties are complex patterns or 
processes derived from simple interactions 
between multiple agents. There are many exam-
ples of emergent properties in biological sys-
tems, ranging from the construction of ant and 
termite nests from simple individual behavioral 
rules to the coordinated movements and pat-
terns of large bird flocks.

The eight phenomena described in this chap-
ter include the agile movement and navigation 
in large groups like bird flocks and fish schools. 
Another phenomenon is how groups of animals 
coordinate the building of large constructions 
such as termite mounds. In swarm intelligence, 
seemingly intelligent behavior emerges from the 
collective action of a large number of autono-
mous agents such as individual ants and ter-
mites. Another impressive phenomenon in large 
groups is the collective decision making involved 
when ants find the shortest path to food sources 
and honeybees determine where to build a new 
nest.

Self-sealing is the first step in the healing of 
liquid transporting vessels and is seen in blood 
clotting and in liana plants. Lizards and spiders 
sometimes apply a drastic defense action when 
they self-amputate limbs. The byssus threads 
that mussels use to fasten themselves to rocks 
have a remarkable self-healing capability 
whereby fractures can be healed. Slime molds 
are very resource efficient since they not only 
build up and expand food vessels but also break 
down the ones that are not needed. Finally, the 
 construction of a composite layered structure in 

mussel nacre is examined at the end of the 
chapter.

13.2 NAVIGATION IN LARGE 
GROUPS

Some animals aggregate in very large groups 
consisting of thousands of individuals that none-
theless act in a coordinated manner; examples 
include fish schools, bird flocks, and building 
and foraging tasks in social insect communities. 
The sheer number of individuals and the reliance 
on relatively simple behavioral rules suppress 
the effects of individual variations in behav-
iors to such a degree that collective behaviors of 
large groups are similar to the physical behav-
iors of inanimate objects (for example, the tide 
of people exiting a busy commuter train follows 
the path of least resistance and can be likened 
to water flowing downhill) and can therefore be 
analyzed by mathematical and statistical models 
employed to describe physical phenomena [3, 4].

Many birds have a tendency to fly in flocks, 
and for common starlings (Sturnus vulgaris) the 
flocks become extremely huge, as many as 
100,000 birds in a single flock. Despite the fact 
that the birds fly very close to each other and 
at high speeds (about 70 km/h), it is rarely seen 
that the birds hit each other. A spectacular phe-
nomenon called murmuration (aptly named 
 Sort sol in Danish, meaning black sun) involving 
such starling flocks can be witnessed on the 
west coast of Denmark during the spring and 
autumn migrations (Figure 13.1). Around sun-
set, large flocks are seen flying around looking 
like quickly moving black clouds. Hunting fal-
cons attack the flock, causing rapid changes 
locally in the flock so that the “cloud” changes 
direction very quickly and abruptly. When the 
flock is landing, a similar and apparently very 
controlled behavior can be witnessed. Despite 
the huge numbers of birds in the flock, all birds 
land within a short distance of each other with-
out colliding.
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Researchers in the computer science commu-
nity have long been interested in simulating this 
flock behavior. One application area is realistic 
animations of animal flocks on film; feasible 
explanations of the animal behavior can there-
fore be found in the computer-science literature 
[5, 6]. Reynolds describes one explanation of the 
mechanism behind the starlings’ agile naviga-
tion in terms of three simple rules that each bird 
obeys: the separation rule, the alignment rule, 
and the cohesion rule, as shown in Figure  13.2 
[5, 6]. The separation rule makes sure that the 
birds avoid crowding within the flock. If the 
number of birds within a local region becomes 
too big, the outsiders avoid getting into this 

region. This gives rise to short-distance repul-
sion between individual birds, which in turns 
results in an exclusion zone around each bird. 
In one empirical study, the exclusion zone was 
found to be 0.38 m in radius and independent 
of the flock size [7]. The alignment rule causes 
each bird to fly in the same direction as the 
adjacent birds. Finally, the cohesion rule steers 
the birds on the periphery to position them-
selves so that the flock does not get separated 
or broken. The distance and the direction deter-
mine the vicinity of every bird. Flock mates out-
side the local vicinity are ignored. The three 
rules are reported to give reasonable and real-
istic simulation results, but more accurate mod-
els also include the avoidance of obstacles [5].

The ability to act in a coordinated fashion and 
retain group adherence during predatory events 
by a bird of prey is likely to have significant fit-
ness advantages for individual birds as the rap-
tor encounters problems with picking out 
individual birds to attack. In general, a collective 
response is the hallmark of self-organized dis-
tributive order as opposed to the centralized 
order present in hierarchical systems where indi-
viduals follow a leader [8]. The ability to act col-
lectively arises from the simple individual 
behavioral rules outlined in the  previous para-
graph: Each bird typically interacts with up to 
seven of its closest neighbors (the interaction dis-
tance). The degree to which non-interacting birds 
correlate their behavior depends on how well the 

FIGURE 13.1 Murmuration involving large starling 
flocks seen on the west coast of Denmark. Photograph repro-
duced with kind permission from www.sortsafari.dk.

FIGURE 13.2 Three local rules birds use to navigate within a flock: the alignment rule (left), the separation rule (middle), 
and the cohesion rule (right). Drawing based on description in Ref. 5.

http://www.sortsafari.dk
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information is transmitted via individual interac-
tions. In most biological and physical systems, 
the correlation distance is significantly longer 
than the interaction distance but shorter than the 
size of the system. However, in starling flocks the 
correlation distance is as large as the group, inde-
pendent of the number of individuals in the 
group; the behavior of all birds is correlated, 
which is known as scale-free correlation [8].

Computer-automated measurements of indi-
vidual starlings in flocks ranging in size from 
500 to 2,500 birds have revealed that the speed 
of the entire flock (center of mass) averages 
between 9 and 15 m/s. Perhaps somewhat sur-
prisingly, the flocks are not as dense as they 
appear to a human observer standing on the 
ground. The density is 0.04–0.8 birds per cubic 
meter (compared to molecular density of materi-
als, this would be closer to a gas than a liquid) 
and the distance from a bird to its nearest neigh-
bor ranges from 0.7 to 1.5 m [7].

The nearest-neighbor distance in fish schools 
is not independent of the size of the group, as it 
appears to be in bird flocks [5]. Apart from this, 
the collective behavior of fish schools closely 
follows the behavior outlined for bird flocks. 
The individual fish interacts with neighbors by 
showing behavioral matching (i.e., it matches its 
behavior with that of its neighbors) and posi-
tional preference (i.e., it maintains a constant 
distance or position relative to its neighbors) [1]. 
Similarly to bird flocks, this is thought to confer 
fitness advantages to individual fish through 
protection from predation.

This insight has potential for many applica-
tions. Computer animations use swarm algo-
rithms for simulating flock behavior among 
birds, bats, herds, and fish at sea [4]. An interest-
ing observation is that human beings also exhibit 
similar flock behavior when we crowd together— 
for instance, when driving cars. The distributed 
algorithms are therefore also usable for predict-
ing and controlling car traffic [4].

Similarly, the field of robotics benefits from 
studies of insects and other animals. Especially, 

insects attract interest since they perform diffi-
cult tasks even though they only have very small 
brains. This is important for designers of mobile 
robots, because processing capacity is restricted 
by weight and limited energy access. The interest 
also goes in the opposite direction, where robots 
can be used by biologists and engineers in col-
laboration to simulate the behavior of animals in 
order to test a hypothesis explaining that behav-
ior [9,  10]. Robot researchers study and mimic 
various capabilities in insects by looking at 
chemical, visual, and auditory sensing and on 
how complex motor control is performed [11]. 
Robots are made that navigate like bees and ants, 
which use visual landmarks to remember the 
trail back to the nest. One example is the mobile 
robot Sahabot 2 that uses a 360° camera that cap-
tures how the light intensity in a 360° view 
changes during movement [11]. Other examples 
are provided in the accompanying chapters on 
microflyers (Chapter 5) and biomimetic vision 
sensors (Chapter 1).

Biological inspiration from flock behavior is 
also valued in bigger robots such as automated 
cars. The decentralized control of unmanned 
vehicles to form convoys, e.g., on highways, is 
called platooning. Inspiration comes from birds 
such as geese that fly in formation. The advan-
tage of platooning is that car drivers can relax 
and do activities other than driving. Further-
more, it makes traffic safer and allows for higher 
capacity on the roads since the distance between 
the cars can be reduced and the risk of queues 
due to variation in speed can be lowered. The 
European Sartre project has recently demon-
strated platooning on a public road with eight 
cars where only the front car had a human 
driver [12].

Finally, the flock behavior in birds and fish 
attracts attention from researchers developing 
unmanned aerial vehicles (UAV), i.e., small air-
planes and helicopters [13–15]. As discussed in 
Chapter 5 on microflyers, effort has so far been 
invested in the development of hardware and soft-
ware platforms to make the vehicles fly and sense 
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their surroundings, but it is a challenge to sense the 
surroundings using cameras to accurately detect 
other vehicles. The very low weights of these vehi-
cles also set severe limitations to the on-board com-
puter handling.

13.3 COLLECTIVE DECISION 
MAKING

A person with limited biological knowledge 
could think that decisions in large insect societies 
follow the classical hierarchical structure known 
from pre-democratic human cultures and the 
business world, where a leader individual orga-
nizes and controls the behavior of the follower 
individuals. Thus larger strategic decisions such 
as how to allocate tasks to individual workers, 
foraging priorities, and new nest selection would 
be under the direct control of the ant or bee queen 
via pheromones. However, this is not the case.

Such decisions are reached by the collective 
actions of individuals following simple behavio-
ral rules. Decisions on choosing an optimal path 
to a food source in ants is, for instance, primarily 
determined by the chemical concentration of 
recruitment pheromones left by other foraging 
workers [2]. The simple behavioral rule of fol-
lowing the path with the highest pheromone 
concentrations can explain the correct choice 
between a shorter path and a longer path lead-
ing to the same food. If we imagine two foragers 
that continuously deposit pheromones as they 
follow the paths, with one ant collecting food by 
taking the short path and the other ant taking 
the longer path, then the ant following the 
shorter path will take shorter time and thus pass 
by a given point on the path more often than the 
ant on the longer path. Since the foragers con-
tinuously leave a pheromone trail as they move, 
the concentration of pheromone on the shorter 
path will automatically become higher as time 
passes (Figure 13.3). New foragers will therefore 
choose the shorter path, which will then get an 
even higher pheromone concentration.

However, in this section we focus on another 
well-studied behavior: swarming and nest-site 
selection in honeybees. Honeybees live in large 
colonies with one queen and up to 100,000 work-
ers. In the spring, the queen begins to lay eggs 
destined to become new queens. Soon after these 
new queens emerge, the old queen, along with a 
sizable number of the workers, forms a swarm 
and leaves the old nest. The swarm usually set-
tles on a tree for a couple of days while scouts 
are sent out to search for new nest sites. Nest-site 
selection and swarm lift-off are determined by at 
least four different communication methods, as 
illustrated in Figure 13.4 [16]: (1) In the waggle 
dance, scouts advertise the position of possible 
nest sites to other scouts. (2) Vibration signals, 
which consist of scout bees vibrating their bodies 
rapidly, are used to stimulate other bees and 

FIGURE 13.3 The basic principle used by ants to find 
the shortest route to a food source. Ants leave odorant tracks 
(pheromones) that quickly evaporate. The more often the 
track is passed, the stronger the odorant is and is therefore 
preferred by ants that follow.
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make them more receptive to other signals and 
thus play a role both in nest-site selection and in 
decisions on when the swarm should take off. (3) 
A piping signal appears after a decision on a nest 
site has been reached and consists of a high-
pitched noise produced by pressing the bee’s 
body to a surface or to another bee. It is a signal 
for other bees to warm up their flight muscles. 
(4) A buzz run occurs shortly before lift-off and 
is done by the same bees that performed the pip-
ing signals. It consists of running across the sur-
face of the swarm while buzzing the wings every 
second and eventually triggers the lift-off.

Let us now focus on what happens during the 
decision-making process, i.e., before piping sig-
nals and buzz runs occur. A number of scouts 
leave the swarm to fly off in different directions 
to search for suitable nest sites. Once located, 
they return to the swarm to advertise for the 
nest sites with waggle dances. The better the 
site, the longer and more vigorous the dance. In 
addition, scouts visiting good sites use a stop 
signal toward scouts waggle dancing for other 
nest sites [17]. The signal consists of the bee 
touching its head against the dancing bee while 
emitting a high-frequency vibration signal. 
Although one stop signal is not enough to stop 
a waggle dance, the more stop signals a dancing 
bee receives, the more likely she is to abandon 
her waggle dance. The process of advertisement 
and inhibitory signals means that the preference 
for the different sites (measured as the number 
of scouts waggle dancing for them) will change 

over time. Eventually, usually within a day, a 
consensus is reached such that the majority of 
scouts advertise for the same location, as illus-
trated in Figure 13.5 [18]. When this consensus 
is reached, some scouts start emitting the piping 
signal, followed by the buzz run and migration 
of the swarm to the chosen nest site. Thus the 
queen is not involved in the decision of which 
location is going to be the site of the new nest. 
Instead, it is determined by a democratic process 
of a convergence of preferences by the majority 
of the scouting honeybees.

One example of a planned human behavior 
with similarities to the bee decision-making 
behavior is described by Hansen and Lenau [19]. 
The behavior of a team of engineering design 
students is influenced so they can easily follow 
the work of other teams. The students make 
extensive use of worksheets on which they 

FIGURE 13.4 Four communication methods used by bees in the decision-making process when selecting a new nest site.

FIGURE 13.5 Part of the decision-making process when 
the bee swarm determines which nest site to choose.
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graphically describe how they perceive the 
design problem and propose conceptual solu-
tions. Each worksheet is analogous to a bee doing 
its waggle dance: Other students either agree and 
maybe get inspired or actively go into a discus-
sion where they argue against the proposals on 
the worksheet. This results in more distributed 
learning and faster dissemination of knowledge. 
The students are confronted with many partial 
solutions to design problems similar to their own 
and can readily determine which ones to be 
inspired by. The average quality of the design 
solutions is better than if the student groups had 
worked alone without insight into the work of 
the other groups. Instead of fearing that the other 
students will steal their ideas, Hansen and Lenau 
found that everyone performed better.

13.4 COORDINATION OF LARGE 
CONSTRUCTION WORK

Several different species across the animal king-
dom build structures either from internally 
secreted building materials (such as silk used by 
caterpillars to construct cocoons or by spiders in 
their impressive aerial webs) or from externally 
collected materials (such as stones and leaves 
in the case of caddisfly larvae or twigs in bird’s 
nests). The majority of animal constructions are 
built by individual animals for shelter, protec-
tion, mate attraction, or capturing prey. How-
ever, the most impressive examples of animal 
architecture are the result of the collaboration 
of a large number of individuals. For instance, 
termite nests (also known as mounds) can reach 
heights of several meters on the African savan-
nah, the heights exceeding more than 200 times 
the size of the termite workers. In human terms, 
a termite mound is as high as the Empire State 
Building in New York.

Termite mounds are not only impressive 
when viewed from the outside, but they also 
contain many sophisticated internal adaptations 
to maintain a constant indoor climate [20]. 

Complex ventilation systems run within the nest 
either as (1) open systems with chimneys and 
ventilation shafts or (2) closed systems, wherein 
gas exchange occurs in special galleries close to 
the outer surface. The interaction among tempo-
ral variations in wind speed, wind direction, 
and turbulence caused by the morphology of the 
ventilation system in the termite mound has 
been suggested to cause a tidal gas exchange in 
the mound similar to that found in human lungs 
[21]. Such passive ventilation systems have sig-
nificant biomimetic potential for use in manag-
ing the internal climate of buildings. Similar 
wind-induced ventilation systems have been 
found in large underground nests of leaf-cutter 
ants, comprising millions of individual 
workers [22].

The structure of these giant nests is impres-
sive, but equally fascinating is the question of 
how such elaborate structures can be constructed 
by individual ants working without any central-
ized and hierarchical supervision. Recent 
research shows that the nest structure appears 
as an emergent property from the individual 
actions of thousands of workers that indirectly 
communicate through modifications of the envi-
ronment [20, 23, 24]. The concept that the actions 
of individuals modify the environment, which 
in turn modifies the behavior of other individu-
als, is known as stigmergy. One example of how 
stigmergy can result in self-organization can be 
seen in the ant “cemeteries” found outside the 
nests of many species. The large aggregations of 
dead ants result from the corpse-removal behav-
ior of individual ants, who pick up corpses and 
then drop them as a function of the density of 
corpses in the vicinity [23]. This means that once 
a pile of corpses is starting to build up, the prob-
ability that further corpses are dropped on it 
increases, which in turns results in all corpses 
being dropped in a few large aggregations only.

A similar example of stigmergy is seen in 
wall building by the ant Leptothorax tuberointer-
ruptus. These ants construct a simple circular 
wall around the colony at a certain distance 
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from the brood, as shown in Figure 13.6. The 
worker ants collect grains and deposit them 
based on the distance from the brood and the 
local density of grains [24]. The presence of 
grains generally acts as a positive reinforce-
ment, and ants are most likely to drop a grain 
if the distance to the brood is right and there 
already are other grains present at the site.

The collective nonhierarchical behavior of 
social insects has significant biomimetic poten-
tial in management, manufacturing, and com-
puter science. Examples include robot 
coordination, flow shop scheduling, and com-
parisons between collective decision-making 
strategies in house-hunting ants and those used 
in internet search engines [25].

The concept of stigmergy is used in open-
source user-driven software on the internet, 
such as the encyclopedia Wikipedia (wikipedia.
org). Here is the basic principle that anyone can 
write what they like, but other users can alter 
the content if they do not agree or if they have 
supplementary information. When someone 

starts to describe a topic, others will tend to 
expand it—so the mere existence of elements of 
a description will stimulate further writing on 
the topic. However, an important difference 
between the way human beings and ants 
approach stigmergy is that humans sometime 
counteract and write things that are not in the 
common interest of the software-user commu-
nity. Wikipedia therefore has editors who can 
intervene and remove undesired material.

Human building construction is a compli-
cated task involving many different actors who 
are mutually dependent on the outcome and 
timing of each other’s work. Part of the planning 
and control is done by bringing many of the 
actors together at meetings, so that they together 
can experience the present state of the building 
project and determine if plans should be 
changed. This coordination activity can be seen 
as stigmergy, since the planning of the building 
construction relies on actors monitoring the pro-
gress of the work and changing plans according 
to those observations. Perhaps, the building 

FIGURE 13.6 Collective decision making using stigmergy, i.e., the concept whereby individuals modify the environment, 
which in turn modifies the behavior of the individuals. The drawing illustrates the principle of how ants build a wall at a 
position determined by the distance from the pickup place and the positions where the other ants have placed their building 
blocks. The very simplified drawing is based on the description in Ref. 24.
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industry could learn from the different ways 
that stigmergy is applied in insect colonies.

Graffiti and littering by human beings also 
have stigmergy characteristics. Places where 
graffiti and litter emerge seem to attract more of 
the same. Railway companies therefore have the 
anti-graffiti strategy to remove the graffiti as 
quickly as possible. By removing the traces of 
other members of the tribe, it is believed that the 
undesired decorations will be kept at a 
minimum.

13.5 SWARM INTELLIGENCE

Swarm intelligence is the seemingly intelligent 
behavior that emerges from the collective behav-
ior of a large number of autonomous agents. 
In biology, this term is most widely used with 
reference to the colony-level behaviors seen in 
social insects. For instance, whereas individual 
fire ants (Solenopsis invicta) struggle and rela-
tively rapidly drown after falling into a pool of 
water, groups of fire ants link together to form 
rafts that can float on the water surface for days 
[26]. Similarly, army ants in their migratory 
phase will fabricate temporary nests (bivouacs) 
consisting of several hundred thousand work-
ers linking their bodies together to protect the 
queen and the brood [27]. However, where this 
collective behavior is perhaps the most impres-
sive and the most biomimetically relevant is in 
the large-scale traffic control of foraging ants.

Most ant species use specific paths that lead 
from the nest to the foraging site, which, due to 
attraction of previous workers’ pheromone, is 
chosen by almost all foraging ants. Thus at any 
given moment, a large number of foragers are 
moving toward the food source and simultane-
ously a similar number are moving in the oppo-
site direction toward the nest. In one group of 
ants, the army ants, the potential for collisions 
and traffic jams is particularly large. Colonies of 
army ants, Eciton burchelli, have more than 
200,000 foragers and carry over 3,000 prey items 

per hours on paths over 100 m in length [28]. 
These ants solve the traffic problem in a way that 
is similar to how we structure our road systems. 
They form distinct lanes, where the inbound 
traffic of foragers returning to the nest with prey 
takes place in a central lane and outbound forag-
ers move in two bands on either side of the cen-
tral lane. This has the added benefit that the ants 
carrying valuable prey items are better protected 
from predators. The separation of flow is formed 
by individual workers following simple interac-
tion rules and having asymmetric turning rates, 
where returning workers with prey have a lower 
turning rate than outgoing ants, as illustrated in 
Figure 13.7 [28].

However, most ants do not separate flow into 
specific lanes like the army ants. Instead they 
rely on other traffic-control rules. For the Euro-
pean black garden ant, Lasius niger, one path is 
used at low densities where collision-avoidance 
maneuvers of the individual ants end up avoid-
ing the formation of traffic jams. However, as the 
density of workers in the path builds up, a new 
separate path is formed before the density gets 
so high that significant delays from traffic jams 
can occur [29]. Again, this bifurcation arises as a 
result of the behavioral rules of the individual 
worker ants in that at higher densities ants start 
to push oncoming ants onto another path.

Swarm-intelligence principles inspired by the 
collective insect societies are used for develop-
ing computer algorithms and motion control 
principles for robotics. The basic idea is that a 
swarm of individuals can coordinate and behave 
as a single entity that performs better than the 
individuals. Using cooperative behavior, the 
individuals help each other and solve problems 
that cannot be handled by the single individu-
als. Such a collection of cooperating robots is 
referred to as a swarm-bot [30–32]. Because the 
individual robots in the swarm can communi-
cate with simple sensors such as light and sound, 
they stay together and avoid barriers such as 
walls and holes [31, 32].
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Nouyan and colleagues [33] performed an 
experiment with up to 12 small physical robots 
that were given the foraging task to move a prey 
to a home position called the nest. Movement of 
the prey required concurrent physical handling 
from more than one robot. The single robots 
physically attached to each other in order to pull 
the prey. The robots only had a small perceptual 
range and would therefore not be able to find 
their way back to the nest on their own. They 
relied on contact with other robots that were 
within their range. In most of their experiments, 
where the group size was sufficiently large, the 
robot swarm group succeeded in retrieving the 
prey to the nest.

13.6 SELF-SEALING

Both animals and plants have mechanisms 
that heal wounds rapidly so that only limited 
amounts of liquid are lost. First the body makes 
sure to close and seal the wound, and thereaf-
ter the healing takes place. Repairing damage 
in blood vessels involves three steps: (1) form-
ing a plug in the hole (called primary hemostasis), 

(2) sealing the damage (called secondary hemosta-
sis) so that the plug will last until the wound is 
healed, and (3) healing the wound. In humans 
(and other animals), specialized cells cover the 
damage in a blood vessel through a cascade of 
events, as explained by Purves and colleagues 
[34]. When the inner membrane of the vessel 
(endothelium) is damaged, the blood comes in 
contact with collagen fibers in the tissue. This 
activates small cell fragments in the blood called 
platelets (thrombocytes), which swell become 
sticky, and then release several clotting fac-
tors. The clotting factors activate more plate-
lets, which together form a plug. Furthermore, 
they initiate the formation of fibrin fibers that 
form a cloth which seals the vessel and acts as 
a scaffold for the healing, where scar tissue is 
built up. Fibrin formation involves a sequence 
of actions. The clotting factors activate the pro-
enzyme prothrombin that circulates in the blood 
so that it is changed into the enzyme thrombin. 
Thrombin causes the plasma protein fibrinogen 
to polymerize fibers of fibrin. The steps in the 
sealing process are illustrated in Figure 13.8.

The clotting process is very complex, and from 
a biomimetic point of view, it would be attractive 
if a similar effect could be achieved with simpler 

FIGURE 13.7 Basic principle used by army ants to form distinct traffic lanes. Outgoing ants without cargo have the duty 
to give way to the returning ants carrying prey. Drawing based on the description in Ref. 28.
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means, as shown in Figure 13.9. A central part of 
the sequence of actions in clotting is when a sub-
stance (platelets = agent A) is being exposed to 
another substance (collagen fibers = agent B) that 
causes a reaction (the platelets get sticky and 
plug the hole). A possible application of such a 
sealing process could be sealing bicycle and car 
tires. The tire could be made as a double-layer 
structure. A liquid agent placed between the lay-
ers would react and cure on exposure to air. 
Another possible application could be sealing of 
leaking gas pipes in which an external coating 
could swell when exposed to the gas.

Researchers at the University of Illinois work 
with self-healing of polymers and composites 
that is inspired by blood clotting in animals  
[35, 36]. Three different approaches are used in 
this research: (1) capsule based, (2) vascular, and 

(3) intrinsic. The basic idea in the capsule-based 
and the vascular approaches is to include two 
different and isolated chemical agents in the 
material; these agents can interact with each other 
at a microscopic level when damage occurs. In the 
first approach, the two chemical agents are con-
tained in microscopic capsules or spheres. In the 
vascular approach, the agents are held in separate 
hollow channels or capillaries. The intrinsic 
approach designates materials that have latent 
self-healing functionality that is activated by the 
damage or an external stimulus. Examples of 
basic mechanisms are reversible polymerizations, 
melting of thermoplastic phases, hydrogen bond-
ing, and ionic interactions. Toohey and colleagues 
reported making a coated material that repeat-
edly can repair cracks in a surface coating [37]. A 
ductile base material with a three-dimensional 

FIGURE 13.8 The plug formation and sealing process in blood coagulation. Left: Platelets in contact with collagen fibers 
for the plug. Right: A hole is sealed using a clot of fibrin fibers.

FIGURE 13.9 Simplified principle of the first steps in coagulation. When the two agents A and B are in contact with each 
other, they form a plug.
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network of hollow microchannels is built up 
using three-dimensional printing. The channels 
are filled with a liquid healing agent and the 
material is coated with an epoxy material with 
embedded solid catalyst particles. When the sur-
face coating cracks under load, the liquid healing 
agent wicks from the microchannels and cures 
due to contact with the catalyst. The process can 
be repeated.

Companies from Germany and Switzerland, 
in collaboration with the University in Freiburg 
in Germany, have developed a self-sealing mech-
anism that can be used in pneumatic structures 
such as rubber boats and air-filled load-bearing 
constructions [38, 39]. One example of the latter 
is a bridge in the Alps that spans 52 m, as shown 
in Figure 13.10 [40]. The bridge has two long, 
tubular, low-pressure air beams (air-filled bal-
loons) with walls made of a heavy-duty flexible 
membrane. The air beams are part of a tensairity 
structure in which the top side of the balloon 
stabilizes the compression bar against buckling. 
Wires are swept around each balloon to keep it 
at a distance from the compression bar and 
thereby add to the strength and stiffness. The 
tensairity principle makes it possible to signifi-
cantly reduce the weight of the load-bearing con-
struction [39, 41]. A concern, however, is the risk 
of failure due to puncture of the balloons, but 
that risk can be reduced thanks to the self-sealing 
mechanism. At the present time the self-sealing 
mechanism is not applied in the bridge but has 
been tested on demonstrator constructions.

The self-sealing mechanism is inspired by the 
twining liana Aristolochia macrophylla. During 
growth, the stem increases its diameter, thereby 
causing circumferential rings of sclerenchyma 
fibers to break and split into segments. To pre-
vent the fissures between the segments from 
reaching the stem surface, the liana uses a rapidly 
sealing operation as the first element in the self-
healing mechanism. The underlying cortex par-
enchymatous cells have a high internal pressure 
called turgor that presses them into and closes the 
fissure. This principle is mimicked using soft 

closed-cell polymeric foam on the inside of the 
membrane. Internal stress is introduced into the 
cells by curing the foam under pressure [42].

Rampf et al. [38] explained the mechanics and 
working principles of the self-sealing membrane. 
Figure 13.11 illustrates the principle. A base 
membrane made from PVC and polyester was 
coated on the inside with polyurethane polymer 
foam. The polyurethane is made in a chemical 
reaction between isocyanate and polyol. Mixing 
the two components results in open-cell foam 
polyurethane, but applying pressure to the foam 
while it cures gives a closed-cell structure. Two-
bar overpressure resulted in a solid coating 
almost without air cells and therefore no sealing 
effect. An overpressure of one bar gave the best 
repair efficiency. The repair efficiency was calcu-
lated as the relation between airflow from a punc-
tured coated membrane and from a reference 
uncoated membrane. A completely closed fissure 
would result in an efficiency of 1; no reduction of 
airflow would result in efficiency 0. Rampf  
et al. achieved a repair efficiency of 0.999.

FIGURE 13.10 The Lanselevillard bridge in the Alps 
spanning 52 m. A very low-weight structure is achieved 
using the tensairity principle where airbeams stabilize com-
pression and tension elements. Such a structure would 
benefit from a self-sealing mechanism using a principle 
inspired by the twining liana Aristolochia macrophylla. Cur-
rently, the self-sealing mechanism has only been tested on 
demonstrator constructions. Photograph reproduced with 
kind permisssion from Dr. Rolf Luchsinger, Empa—Center 
for Synergetic Structures.



 13.6 SELF-SEALING 345

To illustrate the practical implication of the 
repair efficiency, Rampf and colleagues provide 
the following example. If a medium-sized rub-
ber boat with a conventional membrane is punc-
tured with a 2.5 mm spike, it would take about 
26 min for the pressure to drop from 500 to 100 
mbar, which is considered the limit for safe use. 
Using a foam-coated membrane with a repair 
efficiency of 0.99 instead would increase the 
time for the pressure drop to about 43 h, i.e., by 
a factor of 100.

Some animals employ a drastic antipredator 
strategy that also involves a self-sealing action. 
They self-amputate parts of themselves (also 
called autotomy) as a last resort. The best-known 
example comes from lizards that readily let go 
of their tails when the tails are grabbed by pred-
ators. However, most of the animals that display 
autotomy are invertebrates from almost all taxo-
nomic groups [43]. Autotomy has evolved inde-
pendently many times because the costs 
associated with the loss of an appendage are far 
outweighed by the advantage of staying alive. 
However, common to all groups is that  autotomy 
occurs along predefined breakage lines, such as 
between specific leg joints in spiders or at the 
tail root in lizards [43]. The predefined breaking 
plane is particularly weak and gives a clean 
break with minimal external force, which 
ensures that the amputation is followed by a 
minimal loss of blood and in many cases also 
facilitates the ensuing regeneration. Sometimes, 

autotomy in lizards does not happen at the 
joints between two vertebrae but by bone frac-
ture [44]. The core principles are illustrated in 
Figure 13.12 based on the description in Ref. 44. 
A fracture along a breaking plane in one of the 

FIGURE 13.11 A self-sealing principle. The higher pressure within the foam cells causes the foam to expand into punc-
turing fissures. Drawing based on Ref. 39.

FIGURE 13.12 Simplified sketch of a basic principle in 
autotomy, i.e., self-amputation, seen in some lizards. When 
certain muscles contract, one of the vertebrae breaks along 
a predefined fracture line. When the predator pulls the tail, 
the tissue is torn along weak planes. The drawing is based 
on the description of autotomy in Ref. 44.



346 13. BIOMIMETIC SELF-ORGANIZATION AND SELF-HEALING 

vertebrae is activated by contraction of tail mus-
cles. An external pull of the tail causes the 
remaining tissue to break along weak planes.

The principles of autotomy could be used in 
many places—for example, in fire protection of 
buildings and in flow control of sewer systems 
to avoid massive central overflows during heavy 
rains. Disassembly of industrial products such 
as cars and washing machines can also benefit 
from these principles. When the products are 
disposed at the end of the use period, it is impor-
tant that the different material fractions can be 
separated easily. One way to do this is to build 
in fracture lines at strategic places in the product 
so that it is easy and fast to remove panels, win-
dows, and other parts.

13.7 SELF-HEALING

Mussels such as Mytilus californianus or Mytilus  
edulis can attach to rocks and other surfaces 
using thin byssus threads, as shown in Figure 
13.13. The mussels use 50–100 individual bys-
sus threads to fasten themselves to accessible 
surfaces of the rocky seashore [45]. The byssus 
thread has remarkable properties: It can repeat-
edly extend up to 100% strain and has good anti-
deterioration properties against microbial attack 
and abrasion from suspended sand particles, 
thanks to a hard surface [46]. Extensibility can 

normally not be combined with a hard surface, 
and the mussel byssus has therefore attracted 
scientific interest.

The byssus threads are silky filaments com-
posed of a fibrous core and a rough cuticle 
coating [45, 47]. The core exhibits remarkable 
toughness and self-healing that is explained by 
sacrificial bonds [45]. Instead of the normal 
cross-links seen in collagen structures, the  
byssus core uses ligand–metal complexes as 
bonds. These bonds are only half as strong as 
covalent bonds but are reversibly breakable 
many times. The collagen core is coated with 
a 5-μm-thin composite structure consisting of 
equal amounts of matrix and dispersed gran-
ules [45, 47]. The cuticle is about five times 
harder than the core of the byssus. Within the 
cuticle, a large number of small granules with 
a size in the order of 200–800 nm (depending 
on the mussel species) are evenly distributed 
in a matrix material. The granules play a cen-
tral role in preventing crack propagation. 

Both the granules and the matrix material con-
sist mainly of the curly shaped mussel foot pro-
tein (mfp-1), but the concentration of mfp-1 is 
higher within the granules than in the matrix 
material. Part of the mfp-1 protein is a ligand 
called dopa that forms ligand–metal complexes 
with very small amounts of metals like iron and 
calcium (metal content less than 1%). These com-
plexes function as bonds between the protein 
chains. Byssus extension up to 30% is explained 
by the straightening out of the curly protein 
chains. 

At higher extensions, the bonds within the 
matrix will break, but in a distributed way to 
form many small micro cracks in between the 
granules. The granules prevent the cracks from 
extending further. A simplified sketch illustrates 
the principle in Figure 13.14.

The potential for self-healing polymers is sig-
nificant. Self-healing paint, in which small 
scratches repair themselves, will have an obvi-
ous advantage on cars and on many industrial 
products and consumer goods. Not only will it 

FIGURE 13.13 Anchor thread byssus from the blue mussel 
Mytilus edulis.
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increase the esthetic value over time, but it may 
also contribute to reduced corrosion and 
improved hygienic properties, since dirt and 
microbes will have fewer areas in which to hide. 
Another potential area of use is in prostheses 
such as artificial hips and heart valves.

Desired properties include flexibility and 
strength combined with self-healing. Flexible 
materials are exposed to dynamic movements 

that, over time, cause fatigue and cracks that 
propagate through the material. In living sys-
tems these undesired effects are dealt with by 
regenerating tissue, but this is not an option in 
artificial materials. The self-healing properties 
seen in the mussel threads are therefore desira-
ble, in particular for parts that are surgically 
inserted into the human body, which are gener-
ally difficult and problematic to replace.

FIGURE 13.14 The principle in part of the self-healing mechanism within the matrix in the core of the byssus thread. 
First extension is reached by straightening the curly protein chains. Further extension is then achieved by breaking the 
reversibly breakable metal–ligand bonds. The drawing is based on the description in Ref. 45.
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Holten-Andersen and colleagues are pursu-
ing ways of synthetically creating polymer net-
works with ligand–metal bonds in order to 
achieve self-healing properties [48]. They have 
developed a strategy for introducing bis- and 
tris-catechol-Fe3+ cross-links in polymeric net-
works and have demonstrated that they can pro-
duce a polymer network with high elastic 
moduli and self-healing properties—much like 
the mussel thread cuticle.

The formation of catechol-Fe3+ complexes 
requires an alkaline environment, i.e., pH higher 
than 7, but Fe3+ ion solubility is very low under 
such conditions. This challenge is overcome by 
prebinding Fe3+ in mono-dopa- Fe3+ complexes 
by mfp-1 at pH ≤ 5. Release into seawater (pH 
8) causes the material to spontaneously cross-
link. The resulting substance has the desired 
properties, but it is a model gel that requires 
further research and development before becom-
ing useful for practical purposes.

13.8 ADAPTIVE GROWTH

Earlier in this chapter, we discussed how the 
behavior of individuals following simple rules 
gives rise to emergent optimal properties such as 
collective behavioral decisions on optimal forag-
ing and nest-site selection. Similar outcomes are 
found if we look at growth in uni- and simple 
multicellular organisms, where local growth 
rules can result in optimal overall growth pat-
terns without the necessity for gathering any 
global information.

Slime molds are eukaryotic (i.e., a cell contain-
ing complex structures enclosed in membranes, 
such as the cell nucleus and the mitochondria) 
unicellular organisms that were previously 
thought to belong to the set of fungi but are now 
classified under Protista along with algae. The 
slime mold begin life as individual amoebas, 
which then mate and fuse together to form  
large colonies that usually are up to several cen-
timeters in length but can grow up to a meter. 

They feed on microorganisms inhabitating dead 
plant material and reproduce with spores. 
Researchers from the Hokaido University in 
Japan have found inspiration for the simulation 
of traffic networks in the slime mold Physarum 
polycephalum [49, 50]. The researchers have devel-
oped a biologically inspired mathematical model 
that captures the core mechanisms in the slime 
mold’s network design [51, 52].

Conventional network planning requires cen-
tralized control and globally available informa-
tion. In contrast, the slime mold is self-organized 
and bases its optimization only on locally avail-
able information. The researchers compared the 
network performance in the Tokyo rail network 
with a network created by the slime mold. The 
Tokyo rail network was mimicked by placing 
oat flakes at positions matching the rail stations 
and by restricting the growth area using light 
(Figure 13.15). The slime mold avoids light and 
will therefore not grow into exposed areas. The 
remarkable results show that the slime mold has 
a network performance that is comparable to the 
one of the railway network.

Network performance can be measured by 
looking at the total cost (total length of connec-
tions), the transport efficiency (average mini-
mum distance between nodes), and resilience, 
which is the fault tolerance to accidental discon-
nection. A relative number for each of these 
three measures can be found by comparing with 
a minimal spanning tree, i.e., the most cost-effec-
tive network that uses as few connections as 
possible to link all nodes. A spanning tree is a 
graph where all nodes are connected, either 
directly or through other nodes. The relative 
cost of the slime mold network is about 175% 
and the railway network is about 180% of the 
minimum spanning tree. The transport effi-
ciency is comparable for the two, since the mini-
mum distance between nodes is only about 85% 
of the minimum spanning tree. The resilience is 
best for the railway network since only 4% of 
faults in the network would lead to isolation of 
any part of the network. The same number for 
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the slime mold was about 14%. However, the 
slime mold reached these results without having 
global knowledge of the area. It only used local 
rules for either reinforcing preferred routes or 
removing redundant ones. This behavior in the 
slime mold can be explained by a change of the 
tube diameter depending on the flow rates of 

the liquid in the tube, as illustrated in Figure 13.16. 
When a tube during growth reaches a food 
source, the flow rate of liquid increases. This can 
be formulated as a functional principle whereby 
the capacity of a connection is either increased 
or decreased depending on the amount of 
traffic.

FIGURE 13.15 The Tokyo railway network simulated by the slime mold P. polycephalum. (a) and (b) together show how 
the slime mold has formed food corridors between food sources following a route similar to the existing Tokyo railway 
system (c). (d) shows the minimum spanning tree, i.e., the shortest graph that connects all nodes. Reprinted from Ref. [49] 
with permission from Prof. T. Nakagaki and the American Association for the Advancement of Sciences.

FIGURE 13.16 The basic principle in adapting size of food channels to the location with the highest need. The drawing 
is based on the description in Ref. 49.
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Tero and colleagues developed a mathemati-
cal model that uses the same principles [49, 51], 
i.e., increases or decreases in the capacity of a 
connection between two nodes depend on the 
flux. When used to generate a network for the 
Tokyo station layout, the model performed 
slightly better than both the actual Tokyo rail-
way network and the slime mold networks. The 
decentralized planning model can be used for 
many types of infrastructure networks, ranging 
from railway systems to power grids, financial 
systems, information networks, and supply 
networks.

13.9 MULTILAYER FORMATION

Many molluscs (Mollusca) produce hard shells 
to cover themselves. The beautiful nacre (see 
Figure 13.17) on the inside of the bivalve shell is 
a composite layered structure that is produced 

layer by layer. Two different types of layers 
alternate in nacre. The relatively thick layers 
(∼500 nm) of aragonite crystals (calcium carbon-
ate) are separated by thinner layers (∼30 nm) of 
highly cross-linked protein [53]. The aragonite 
layers are furthermore split into small units and 
separated vertically by protein walls.

Nacre has remarkable mechanical properties. 
It is extremely tough, considering that the 
majority of the material content is chalk, which 
is very brittle. Nacre is 95% aragonite by vol-
ume, which essentially is chalk, but the tough-
ness is 1,000 times greater than that of monolithic 
calcium carbonate [54–56]. Toughness can be 
measured as the specific work of fracture (R/ρ), 
which for aragonite is 0.0002 kJ m−2 and for 
nacre is 0.4 kJ m−2 [55].

The explanation of this behavior is found in 
the layered composite structure, also referred to 
as brick and mortar, shown in Figure 13.18. See 
also Chapter 3 on biomimetic hard materials. A 
popular explanation of the phenomenon is the 
prevention of crack propagation. The cracks are 
stopped when they meet the more ductile pro-
teinaceous layers. A more detailed explanation 
can be gleaned by looking at the energy conver-
sions, which also reveal that self-healing mecha-
nisms are involved [54]. When a predator such 
as a crab attacks a mollusc, it is vital that the 
mollusc shell can absorb the energy from the 
repeated bite of the crab claw. This is done 
through the formation of many small cracks in 

FIGURE 13.17 Nacre (“mother-of-pearl”) on the inside 
of an abalone shell (genus Haliotis).

FIGURE 13.18 The layered “brick-and-mortar” structure 
in the mussel shell with very thin layers of protein between 
aragonite sections.
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the aragonite crystals. In a more homogeneous 
material the cracks would propagate and cause 
a failure, but the proteinaceous layers absorb 
energy by deforming elastically and distribute 
part of the energy as crack formation in many 
other aragonite crystals. The result is that not 
only is a failure prevented, but many small 
microcracks are created. However, to avoid that 
repeated attacks from predators break the shell, 
the microcracks need to heal. This is assumed to 
happen as self-healing caused by a combination 
of the very small dimensions of the cracks and 
the energy being released from the proteina-
ceous layers.

Addadi et al. [53] describe a model for how 
the layers are produced and aragonite crystals 
are formed. In order to make the layered struc-
ture, a biological cascade with several steps is 
followed. The mollusc mantle secretes the highly 
cross-linked protein layer that is called the peri-
ostracum from its ectodermic (epithelial) cells. In 
the space between the mantle and the periostra-
cum, the epithelial cells in the mantle form a 
gel-like framework matrix of various macromol-
ecules. It is in this matrix that the aragonite min-
eral forms. The matrix consists of hydrophobic 
proteins (polysaccharide β-chitin) and hydro-
philic proteins that are rich in aspartic acid. 
Within the matrix, colloidal particles of chemi-
cally unstable amorphous calcium carbonate 
(ACC) may also be present. Possibly, they are 
isolated from the aqueous environment by vesi-
cle lipid membranes. Definitely at the first peri-
ostracum layer, nucleation sites are laid out. 
Each nucleation site equals an aragonite crystal 
that has a typical size of 10 × 10 × 0.5 μm3. The 
crystals grow from the nucleation site upward, 
as shown in Figure 13.19. As the growing crystal 
reaches the upper periostracum layer, the 
growth continues laterally until the crystal 
meets other crystals. Between the crystals, 
β-chitin is trapped. Maybe new nucleation sites 
are being laid out on each periostracum layer or 
the crystallization continues through small holes 
in the periostracum.

The micro- and nanostructure in nacre is inter-
esting for material development in many areas. 
Much effort has gone into making materials with 
better strength and toughness properties as well 
as materials for biomedical applications such as 
bone and dental analogs. A less explored area is 
of photonic multilayer structures, where selective 
reflection of narrow or broadband light through 
interference could make possible coatings that 
reflect light like metal without having the thermal 
or electric conducting properties typical of metals 
[57, 58]. A process of layer formation and bio-
mineralization similar to nacre production would 
be attractive if the translucent calcium carbonate 
could be replaced with a transparent substitute. 
See Chapter 11 on structural colors.

Munch and colleagues describe a technique 
called ice templating of ceramic alumina and 
polymethyl methacrylate (PMMA) into a very 

FIGURE 13.19 The formation of the aragonite-protein 
structures. 500-nm-thick layers of gel are laid out between 
30-nm-thin protein layers. Aragonite crystals grow from 
nucleation sites, first upward (a) and then sideward 
(b). Protein particles in the gel are “pushed” in front of the 
crystal and form the vertical protein borders between cells 
(c). Drawing based on the description in Ref. 53.
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tough, strong composite material [54, 59]. The 
hybrid ceramic material has a yield strength of 
200 MPa and a fracture toughness of 30 MPa m1/2 
and is thus comparable to aluminum. The frac-
ture toughness measured as fracture energy is 
more than 300 times what is known for any of 
the constituents. The material is produced by 
first freezing a slurry of alumina in water [59, 60] 
under controlled conditions. When water freezes, 
ice crystals grow vertically from the cooling sur-
face, as shown in Figure 13.20. The ceramic par-
ticles are repelled by the ice crystals and become 
trapped in the space between the ice dendrites. 
In this way, vertical layers of ceramic particles 
are made. The ice is removed by freeze-drying 
and the ceramic particles are sintered. Compact-
ing the structure can reduce the size of the void 
regions, and then infiltrating the ceramic struc-
ture with the polymer makes the composite.

Remarkable properties have been achieved, 
but so far it has not been possible to fabricate 

structures as small as in nacre. Bricks 5–10 μm 
wide and 20–100 μm long are separated  
by polymer layers of 1–2 μm thickness, 
although  submicrometer structures are found 
in large areas. The layer formation is self-orga-
nized, apart from the necessary compacting 
required to achieve the narrow spaces for the 
polymer.

A remarkable feature of nacre that adds to the 
desirable combination of strength and toughness 
is the almost defect-free structure where all space 
is occupied by either aragonite or protein. In con-
trast, a high density of defects in common cement 
is the reason for its relatively poor structure 
properties. Even the compressive strength of 
about 40 MPa is much less than what can be 
achieved with polymers, ceramics, and metal 
[61]. The reason is that the many trapped-air 
cavities in cement function as crack initiators. 
The cavities originate from trapped air and 
dehydrated areas. 

FIGURE 13.20 The principle of freeze casting, based on the description in Ref. 59.
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Kendall and colleagues have described how 
they made Macro Defect-Free cement (MDF-
cement) [61]. They mixed the cement with a plas-
ticizer (a water-soluble polymer) that allowed 
them to use less water and to more easily remove 
trapped air cavities. The properties were signifi-
cantly improved, e.g., the compressive strength 
improved by a factor of between two and seven.

According to Luz and Mano [62], nacre inte-
grates well into bone tissue, and nacre analogs 
therefore are potentially interesting for orthope-
dic and dental applications. They have described 
strategies, including the ice-templating tech-
nique, for creating similar brick-and-mortar 
structures. However, these structures do not 
have the self-healing property that would be 
desirable to ensure a long lifetime for the pros-
thetic device.

13.10 DISCUSSION AND 
PERSPECTIVES

In contrast to the human way of controlling, 
producing, and repairing objects in a top-down 
controlled manner, extensive use of decentral-
ized self-organization and self-healing occurs in 
nature. It is attractive to adopt the principles and 
methods from nature for manmade products 
and the way we control the activities around us. 
It is particularly recommended for micro- and 
nanoproduction of delicate structures, which are 
difficult to produce in a top-down way.

Another significant area is of the computer 
software systems that control many objects and 
activities. Controlling procedures are often 
designed in a top-down hierarchical manner to 
make sure that things happen the way they are 
intended to and on time. The benefit of the top-
down control principle is the predictability, but 
the downside is the administrative cost of non-
productive control resources and the vulnerabil-
ity of the system. In hierarchical control systems, 
the strength is not better than that of the weakest 
element. Decentralized self-organized systems, 

on the other hand, have the advantages of very 
low administrative costs and robustness, since 
there are no centralized command structures 
that can be disturbed. However, the intended 
goals of the decentralized system need to be 
built in as emergent properties within the single 
units of the self-organized system. 

The principles for decentralized control can be 
applied in a very wide array of activities in our 
daily life: production and maintenance of prod-
ucts, computer programs, organization of service 
systems, and organization of social structures. It 
is therefore very relevant and interesting to study 
how nature self-organizes and self-heals in order 
to understand the core principles and mimic 
them when we’re designing manmade artefacts. 

Since design processes are carried out in col-
laboration between experts from different disci-
plines, the communication of the core biomimetic 
principles is a vital element in the transfer of 
knowledge. Many of the self-organizing and 
self-healing processes are well understood 
within the biological community, but the knowl-
edge is not accessible in a form that is under-
standable and useful for design practitioners.

The aims of this chapter have therefore been 
to collect information about eight phenomena 
within self-organization and self-healing, to out-
line existing and possible applications within 
the manmade world, and to describe the  
simplified core principles for each of the phe-
nomena. To facilitate description, simple draw-
ings of the principles were included for the 
phenomena. This way of communication and 
documentation is appreciated among design 
practitioners [19].

The eight phenomena were selected based on 
their remarkable and effective characteristics. 
Section 13.2 discussed how the coordinated 
movement of large groups can be inspired from 
the way birds fly in flocks and fish swim in 
schools. The basic principles within the two 
natural phenomena are similar, since the indi-
vidual animals follow simple and local rules. 
Basically, they move in the same direction as 
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their neighbors, and they make sure to keep the 
right distance from one another—not too close 
and not too far away. Actually, this behavior is 
not that different from the way human beings 
behave when we are in a flock, e.g., when trave-
ling by cars on highways. However, when cars 
become robotic, they need control systems that 
ensure a smooth and effective traffic flow. The 
study of the behavior of birds and fish in flocks 
gives input to a decentralized control mode that 
is expected to increase the density of automatic 
vehicles. Another application is realistic com-
puter animations of bird flocks, fish flocks, and 
grazing animal herds.

Section 13.3 looked at how collective  decision 
making is found in insect societies, where many 
individuals live together. Ants leave volatile 
pheromones on their trails, which help them 
determine the shortest paths to food sources. 
The same principle can be used to make com-
puter programs that solve logistic problems. 
Honeybees follow an almost democratic proce-
dure whereby new nests are found based on 
discussions between scouts that advertise in 
favor or against a site. This principle is also 
useful for decision making in computer pro-
grams and it is seen in social media on the 
Internet, where user recommendations deter-
mine the sales success of products. Political 
polls increasingly control public decision mak-
ing. However, a difference is that scouting bees 
have clear criteria for the selection of nest sites, 
in contrast to political polls, where selection 
criteria are unclear.

Section 13.4 treated the building of large 
structures such as the termite towers that are not 
only spectacular because of relative size. Just as 
impressive is the apparent lack of a master plan 
and centralized structure. Part of the explana-
tion lies in the concept of stigmergy, whereby 
the actions of individuals modify the environ-
ment and the modification affects the behavior 
of other individuals. Stigmergy is also seen in 
the behavior of human beings, for example, in 
the unwanted concentration of litter at highway 

pull-up areas. Once someone has left their litter 
on the side of the road, others are more willing 
to do the same. Attention to this type of behav-
ior can be used in designing public places such 
as playgrounds and stadiums. 

A positive use of similar principles is seen 
when temporary findings are put on display in 
design work. Colleagues notice and follow the 
work, providing criticism that can be beneficial 
for the creators, but the critics also pick up good 
ideas. The graphical display of works in pro-
gress is of mutual benefit and certainly shapes 
the designs made by all the involved parties.

Section 13.5 looked at swarm intelligence that 
underlies the clever collective behavior seen 
when a large number of autonomous agents 
work together. The swarm can achieve better 
results than is possible for the individual mem-
bers. Strangely enough, the behavior in bee and 
ant swarms is controlled solely on a local level. 
Each member knows how to deal with problems 
when they occur, without consulting a higher-
level control authority. Similar strategies for dis-
tributed local control are used to design robotic 
swarms that behave purposefully without any 
interference from a central controlling com-
puter. Such robotic swarms can be much more 
robust than centralized controlled systems and 
much less vulnerable to communication 
problems.

Sealing problems was the topic of Section 13.6. 
A general problem for all types of containers that 
hold gas or liquids is the risk of leakage. Both 
animals and plants have mechanisms that 
quickly close leakages and seal them before the 
actual healing takes place. The two-component 
plugging mechanism that is the first step in 
blood clotting could potentially be used for self-
sealing pneumatic structures such as car tires. 
However, the question is whether the process 
can be made to react quickly enough to preserve 
a high enough working pressure. Another seal-
ing mechanism found in plants that uses internal 
pressure in foam-like structures has proved 
workable for low-pressure pneumatic structures. 
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The need to isolate, cut off, and seal the connec-
tion to a certain area is a desired function for 
flooded sewers, fire protection in buildings, sta-
bilization of leaking ships, and minimizing the 
spreading of contamination or diseases. Inspira-
tion can be found in the way reptiles and inver-
tebrates self-amputate limbs.

Section 13.7 looked at automatic healing phe-
nomena. Most surfaces are exposed to damage 
from wear and tear. In many cases, damage 
reduces the functionality of the surface, which 
then has to be repaired or replaced. If the surface 
could repair or heal itself, improved functional-
ity and reduced cost could be achieved. Self-
healing phenomena in nature therefore attract 
interest, and one of these is the byssus thread in 
sea mussels. The self-healing mechanisms rely 
on at least two factors: (1) a distribution of the 
impact so that it results in many small cracks, 
and (2) metal–ligand bonds that are reversibly 
breakable. Today artificial substances that mimic 
the byssus-thread behavior have been made at 
a laboratory scale.

Section 13.8 treated adaptive growth, which 
also is a desirable property for many structures. 
Growth normally expands the object while con-
suming energy and resources, but when a 
branch is made it will stay there, even when it 
is no longer needed. Slime molds have the 
remarkable property that they can reabsorb 
parts of their bodies when no longer needed and 
recycle the material in other parts of the body. 
Apparently, the basic principle used to deter-
mine if a part of the body should be strength-
ened or broken down is fairly simple. It is similar 
to the principle used by ants to find the shortest 
path to a food source. The slime mold has a large 
number of vessels that transport liquid to and 
from food sources. The vessels that are con-
nected to food sources have a larger flow than 
the other vessels. The difference in flow level 
determines the fate of the vessel. The principles 
from the slime mold are used to make efficient 
computer programs for planning networks such 
as railroad systems.

Section 13.9 looked at composite nanostruc-
tured materials that are desirable in a broad 
range of applications. One area is improvement 
of mechanical properties so that stiffness and 
hardness are combined with ductility. This could 
be for instance, to combine the wear resistance 
found in ceramic materials with elastic proper-
ties in metals. However, combining such differ-
ent materials is not an easy manufacturing task. 
Therefore, the multilayer structures found in 
mussels and snails attract attention. Thin layers 
of gel are spread in mussels to act as scaffolds 
for a biomineralization process that forms stiff 
chalk layers and thin elastic layers. The biologi-
cal process has not yet been mimicked, but other 
processes such as freeze casting have been used 
on a laboratory scale to make structures that 
emulate natural ones. 

Apart from improved material properties, 
another perspective in producing the nanostruc-
tured composites is to be able to make the mate-
rial for biological spare parts. Nacre is known to 
have good compatibility with human tissue. 
Another perspective from producing the deli-
cate multilayer structure is to make photonic 
architectures that selectively reflect certain 
wavebands through interference. The pearles-
cent appearance of nacre is actually an example 
of this, as discussed in Chapter 11.

The aim of this chapter was to show how self-
organization and self-healing take place in 
nature and can be mimicked in manmade appli-
cations. The eight approaches show that this is 
achieved through more localized control of 
activities. Key principles for each of the 
approaches have been described in simple 
graphical illustrations facilitating the further use 
of new design activities.
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Nature generates structurally complex architectures 
with feature sizes covering several length scales under 
rather simple environmental conditions and with lim-
ited resources. Today, researchers understand how 
many of these structures look and behave, but, in many 
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oped biomimetic and biotemplated materials with 
entirely new functions and behaviors. In particular, 
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routes to generating bioreplicated structures. In this 
chapter, we survey solution-based bioreplication meth-
ods and provide an example for generating three-
dimensional photonic crystal structures based on 
colored weevil scales. This example illustrates how 
structural engineering in biology can be replicated 
using sol–gel chemistry and results in an entirely new 
optical material with fascinating properties.

Keywords
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14.1 INTRODUCTION

Millions of years before researchers engineered 
bioinspired materials, biological systems were 
using nanometer-scale architectures to produce 
remarkable functionalities. Today, scientists 
are mimicking biological systems to enable a 
wide range of technologies. Advanced func-
tional materials such as superhydrophobic sur-
faces have been fabricated based on structures 
designed by living creatures, such as the pristine 
lotus leaf.

The lotus leaf has long been viewed as a 
symbol of purity due to its self-cleaning 
properties. Dewy rainwater drops roll off a 
lotus leaf’s surface, taking dirt with them. 
However, this cleanliness is actually due to a 
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complex micro- and nanoscale surface architec-
ture that minimizes adhesion and results in the 
lotus leaf’s ability to pick up dirt in water drop-
lets (Figure 14.1) [1].

This self-cleaning behavior, called superhydro-
phobicity, is useful for many modern applica-
tions, including stain-resistant paints and roof 
tiles as well as coatings for fabrics and other 
surfaces that need to stay dry and repel dirt. 
Scientists are also studying this effect for lab-on-
a-chip applications, in which hydrophobic and 
hydrophilic materials can be used to control the 
flow of liquids through microfluidic compo-
nents [2].

Although the self-cleaning properties of lotus 
leaves have been documented for millennia and 
are being implemented in technological applica-
tions today, there are many other structures, 

especially in the animal kingdom, which we 
have only recently begin to understand.

Geckos are able to climb on walls or crawl 
upside down on ceilings without adhesives. 
This remarkable behavior originates on a gecko’s 
foot. Although smooth in appearance to the 
naked eye, this reptile’s toes are covered in tiny 
structures that allow it to attach to a wide vari-
ety of surfaces (Figure 14.2). Indeed, gecko toes 
have fine, micrometer-width hairs called setae  in 
the lamellae of their toes. Each seta has about 
400–1,000 branches ending in a spatula-like 
structure about 0.2–0.5 μm long [3, 4].

When a gecko crawls up a surface, these tiny 
spatulae “stick” with weak van der Waals forces 
to help the gecko’s toes temporarily adhere to 
nanoscale undulations on a given surface. These 
forces are relatively weak compared to normal 

FIGURE 14.1 The surface of a lotus leaf has a complex micro- and nanostructured surface to help minimize adhesion, as 
shown in (a) the SEM image of a lotus leaf surface and (b) a higher-magnification image with hierarchical structures on the 
leaf’s surface. A drop of water (c) on the surface of the lotus leaf forms nearly a perfect sphere. Adapted from Ref. 1, with 
 permission from SPIE.
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bonding forces, but because of the large surface 
area of contact between the spatulae and a sur-
face, the forces are strong enough to hold up a 
gecko—upside down or otherwise. Researchers 
are actively pursuing materials that could mimic 
this behavior for use in fabrics and adhesive 

tapes and for the feet of robots and unmanned 
vehicles [5].

The colorful world of insects, birds, and 
marine animals demonstrates myriad hues of 
color and optical effects and provides another 
example of the elaborate architectures found in 

FIGURE 14.2 A hierarchy of structures on a gecko’s foot helps it navigate a wide variety of surfaces. A tokay gecko 
(G. gecko) climbs vertical glass (a); the adhesive lamellae on this gecko’s foot (b) serve as overlapping pads. Each seta in this 
array (c) is approximately 5 μm in diameter; a single seta (d) with branched structure terminates in hundreds of spatular 
tips (e). Adapted from Ref. 3. Copyright (2005) National Academy of Sciences, USA.
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nature [6–8]. These colors and effects arise from 
a delicate interplay of light and periodically 
organized architectures with feature sizes of a 
few hundreds of nanometers and are in part the 
result of structural colors [9], discussed in detail 
in Chaper 11 by Dushkina and Lakhtakia. For 
example, it is the periodic variation of biopoly-
meric compounds embedded into wings and 
exoskeletons that lends many butterflies, birds, 
beetles, and marine animals their iridescent 
appearance (Figure 14.3). Mimicking or replicat-
ing the structure in these compounds can result 
in entirely new materials with fascinating prop-
erties, as we discuss in detail in Section 14.3.

Nature’s ability to generate structurally com-
plex architectures with feature sizes covering 
several length scales under rather simple envi-
ronmental conditions and with limited resources 
is still largely unmatched by our synthetic abili-
ties. However, by unraveling the wonders of 
nature’s design, scientists have developed bio-
mimetic and biotemplated materials with 
entirely new capabilities.

Biomimetic materials research draws inspira-
tion from nature to address technological issues 
or, more fundamentally, to reveal knowledge 
about a biological structure of interest for a spe-
cific application [10]. As such, biomimicry relies 
on expertise from chemists, biologists, physi-
cists, materials scientists, and engineers to unlock 
mechanisms and design principles in nature.

Nature creates fine structures based on the 
self-assembly of component materials. For bio-
mimetic materials, self-assembly processes 
seen in biological systems are leveraged for the 
fabrication of advanced materials. These bot-
tom-up self-assembly routes use soft chemis-
try-based techniques to generate hybrid 
materials. Among these methods, the sol–gel 
process is a versatile technique to express 
organic or even biological species in new mate-
rials derived from precursors.

Today researchers understand how many of 
these structures look and behave but, in many 
cases, still lack nature’s synthetic capabilities in 

marrying elegant structures with complex func-
tionality. Unlike biomimetic structures, biotem-
plated materials borrow from nature’s blueprints 
for our own technological needs, quite often 
resulting in new materials with altogether dif-
ferent chemical composition and function [11–
14]. In biotemplating, natural systems are used 
as scaffolds to combine complex structural char-
acteristics with specific functions. Biotemplating 
is achieved by duplicating a specific structure or 
by extracting design principles encoded in natu-
ral structures.

Using templates such as organic molecules, 
supramolecular aggregates, colloids, nanoparti-
cles, and their assemblies, biotemplated materi-
als can be made with technologically significant 
structures at nanometer length scales. Depend-
ing on the template’s structural properties and 
desired dimensionality, this can be accomplished 
by imprinting, casting, molding, infiltration, 
coating, and several other techniques. These 
materials have ordered pores, reactive sites, and 
other attractive features advantageous for appli-
cations in catalysis, drug delivery, photonics, 
and molecular electronics.

Regardless of the synthetic technique 
employed for bioreplication, there are a few key 
requirements: simultaneous replication of large 
and small feature sizes; preservation of frame-
work geometry and lattice parameters; and 
avoidance of crack formation, structural dam-
age, and loss of long-range features. In general, 
inorganic materials with hierarchical structures 
based on the biotemplating of plants or animals 
are promising for lightweight structural materi-
als, filters, and catalysts, or photonic devices.

14.2 BIOREPLICATION 
TECHNIQUES AND PROCESSES

14.2.1 Some Definitions

In bioreplication, terms such as hollow and solid, 
inverse, true, negative and positive replicas are 
typically chosen to describe the structural 
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features of replicated samples. Unfortunately, 
these classifications are often used very loosely, 
interchangeably, and sometimes incorrectly. 
Since this can lead to ambiguities and misinter-
pretation, in the following section we provide 

clear definitions of these terms and use them 
accordingly in the remainder of this chapter.

(Bio)templating. We use this term for any pro-
cess translating the geometrical and surface fea-
tures of a given structure (a template) into a 

FIGURE 14.3 Examples of structural colors in biology. Photographs of (a) the blue wings of the butterfly Papilio ulysses, 
(b) the reflective skin of the cuttlefish Sepia apama, (c) the yellow-breasted chat Icteria virens, and (d) the red-striped exoskel-
eton pattern covering the beetle Pachyrhynchus moniliferus. Electron microscopy images of the periodic biopolymeric nano-
structures producing structural colors in butterfly wings and beetle exoskeleton scales are shown in (e) and (f), respectively. 
(a) and (c) adapted from Ref. 8 and reproduced by permission of The Royal Society; (b) adapted from Ref. 57 and reproduced 
by permission of The Royal Society; (d) adapted from Ref. 26 and reproduced by permission of The Royal Society of Chem-
istry; (e) adapted from Ref. 58 and reproduced by permission of The Royal Society. (For interpretation of the references to 
color in this figure legend, the reader is referred to the web version of this book.)
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different material. In solution-based (bio)templat-
ing (the focus of this chapter), liquid precursors 
are used to coat the surface of a template or infil-
trate the void space surrounding a template struc-
ture (Figure 14.4). After solidification of the 
precursor to form a robust material, the surround-
ing template is selectively removed, leaving 
behind a stable, self-supporting structure contain-
ing all architectural features of the original tem-
plate. The final structure is called the (bio)replica.

Hollow vs. solid replicas. A hollow replica is a 
shell-like copy of the original structure and is 
fabricated by depositing a thin coating around 
the biotemplate and subsequently removing this 
biotemplate (see Figure 14.4b). A solid replica is 
a positive or negative copy of the original tem-
plate, composed of a completely filled frame-
work. Solid replicas are fabricated by completely 
backfilling the free space around a template with 
a new compound and removing the original 
structure (see Figures 14.4c and 14.4d).

Negative vs. positive replicas. A negative rep-
lica is an inverse copy of the original biotem-
plate; i.e., the original structure is inscribed into 
the new compound as a framework made of air 
(see Figure 14.4c). A positive replica is an exact 
(or true) copy of the original biotemplate (see 
Figure 14.4d). Apart from being made from dif-
ferent materials, the replica and original frame-
works are identical. A positive replica can be 
fabricated simply by repeatedly forming a neg-
ative replica. A negative of the negative rep-
lica—the positive replica—is created by making 
a negative replica of the original template and 
using this structure as the new template.

14.2.2  General Infiltration and 
Templating Methods

An important route to new materials with unprec-
edented properties involves converting unique 
biological structures into positive and negative 
copies, or replicas [10–14]. The general strategy 
for achieving such new materials is to use the 
biological structure as a template and transfer its 

architectural features into a desirable material. 
Depending on its structural properties, this can 
be accomplished by imprinting, casting, molding, 
infiltration, coating, and several other techniques.

Molding and imprinting are fast and power-
ful ways to transfer two-dimensional surface 
features into polymeric and ceramic replicas 
[15–18]. For example, using this approach, it is 
possible to replicate the intricate surface struc-
tures of lotus leaves and other plants [15, 16], 
insect eyes [17, 18], and cicada wings [19]. 
Importantly, the replicated samples not only 
retain the surface structures of these templates, 
but they display desirable properties such as 
superhydrophobicity and antireflectivity.

Transferring more complex three-dimensional 
frameworks—such as those found in butterfly 
wings, bird feathers, and wood samples—
requires infiltration and coating techniques [10–
12]. For the latter, the empty space inside a given 
biological structure is infiltrated with a precur-
sor species, and chemical and/or physical pro-
cesses are used to convert this precursor into a 

FIGURE 14.4 A given template structure (a) can yield 
three different types of replicas (b–d) through various infil-
tration and template-removal routes.
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solid compound surrounding the biological tem-
plate. In the final step, the biological template is 
removed by etching or pyrolysis, leaving behind 
a material with the same structural features as 
the biological template but composed of an 
entirely different material.

In general, infiltration-and-coating-based 
biotemplating processes can be divided into 
low-temperature deposition/evaporation meth-
ods and solution-based methods [11]. Among 
the former, atomic layer deposition [20–22] and 
the physical vapor deposition method called con-
formal evaporated film by rotation [23–25] have 
proven particularly suitable for bioreplication. 
The common feature of these methods is the use 
of vapors or gaseous precursors in the infiltra-
tion step. These precursors then transform into a 
solid coating on the biotemplate surface by a 
step-wise atom-by-atom growth mechanism. Dep-
osition/evaporation-based infiltration methods 
are thus mainly used to produce shell-like rep-
lica structures (after removal of the biotemplate). 
Atomic layer deposition is discussed in detail in  
Chapter 16 by Zhang and Knez; evaporation 
methods are presented in Chapter 15 by Martín–
Palma and Lakhtakia.

In contrast, solution-based infiltration meth-
ods use liquid precursors and generally form 
solid negative copies of the original biological 
template. In these methods, liquid precursor 
solutions are infiltrated into the template void 
space by capillary forces. After solvent evapora-
tion, the precursor species transform into a solid 
network through various chemical pathways, 
depending on the type of precursor and reaction 
conditions. The most widely applied solution-
based bioreplication method is sol–gel chemis-
try using molecular [26–30] and colloidal 
nanoparticle [10, 31] precursors.

Apart from producing bioreplicas with 
different structural features (shell-like vs. solid 
frameworks), solution and deposition/
evaporation-based infiltration methods also differ 
greatly in terms of instrumentation, processing 
 conditions, and accessibility. For example, sol–gel 

chemistry methods require only a few  inexpensive 
precursors and solvents, a chemical lab bench, 
and a furnace. Atomic layer deposition or 
conformal evaporated film-by-rotation  methods, 
in contrast, require expensive instrumentation, 
gas, and vacuum lines and highly trained users. 
On the other hand, the precision and reproducibility 
of bioreplica samples obtained by evaporation/
deposition-based methods are exceptional and 
represent a big advantage over most solution-
based techniques.

For example, using atomic layer deposition, 
the degree of infiltration and thus the thickness 
of the inorganic replica shell can be controlled 
on an atomic-layer scale. This predictable 
 control of shell thickness can be used to create 
replicas with precisely tuned optical properties. 
This outcome is depicted in Figure 14.5 for the 
photonic structure of butterfly-wing scales 
replicated into aluminum oxide. By carefully 
controlling the aluminum oxide shell thickness, 
for example, Wang and co-workers tuned the 
reflection color of the replica samples from 
green to yellow, pink, and purple (note that 
the original color of the butterfly-wing was 
blue) [20].

Regardless of the method used, there are a 
few key requirements that must be fulfilled for 
a system to be suitable for bioreplication: (1) 
simultaneous replication of large and small fea-
ture sizes; (2) preservation of framework geom-
etry and lattice parameters; and (3) avoidance of 
crack formation, structural damage, and loss of 
long-range features.

The first requirement—simultaneous replica-
tion of features both large and small—is particu-
larly important in bioreplication since an 
attractive aspect of many biological structures is 
their hierarchical structure, with feature sizes 
often spanning several orders of magnitude. In 
particular, in solution-based methods, the pres-
ervation of fine features is often challenging, 
since surface tension during solvent evapora-
tion can easily smooth out nanoscale structures. 
Additionally, fine features can also be lost during 
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high-temperature removal of the biotemplate 
(pyrolysis) or with strong etchants.

The second requirement, preservation of 
framework geometry and lattice parameters, is 
of great importance for replicating biological 
structures with long-range periodically ordered 
frameworks such as those in structural colors 
(Figure 14.3). As we discuss in detail in Section 
14.3.2, in these materials, optical properties are 
a direct result of the framework geometry and 
the lattice parameters (the periodicity length) 
[9]. In fact, even small structural differences of a 
few percent can result in significant changes of 
coloration and other optical properties.

To prevent uncontrolled changes of these 
properties in this type of biological structure, it 
is imperative to keep structural deviations such 
as framework shrinkage or swelling to a  
minimum. In addition, the properties of struc-
tural colors are very sensitive to defects and loss 
of long-range order. Formation of cracks and 

local damage of the framework during infiltra-
tion or template removal can thus greatly dimin-
ish the optical quality of the replicated structure, 
and, for example, can result in loss of intensity 
and purity of the reflected color.

To counteract these various forms of struc-
tural damage and loss of delicate features in the 
replicated samples, careful fine-tuning of the 
bioreplication process is necessary. Given the 
wide range of synthesis and processing param-
eters of the various molding, infiltration, and 
casting methods, unfortunately there is no one-
size-fits-all solution to this process. As such, rep-
lication conditions have to be adjusted for each 
method individually.

To further complicate matters, biotemplates 
originate from a wide variety of organisms and 
thus have vastly different structural and 
mechanical properties (thermal stability, solvent 
resistivity, mechanical strength, etc.). Compare, 
for instance, the delicate wings of a butterfly 
with the robustness of wood. In short, no two 
biotemplates are exactly the same, and success-
ful replication from a biotemplate requires fine-
tuning of processing parameters, from sample 
preparation to templating conditions and tem-
plate removal.

14.2.3  Solution-Based Bioreplication 
Routes

A common feature of solution-based methods 
is their simplicity. What they generally lack in 
atomic-scale precision of the replicated struc-
ture compared to evaporation and deposition 
methods, they compensate for by being fast, 
inexpensive, and broadly applicable [10–12]. 
Whereas atomic-scale precision and reproduc-
ibility might be of importance for electronic and 
semiconductor devices, for most applications 
in which bioreplicated surface structures and 
three-dimensional frameworks are of interest, 
the precision and reproducibility attained by 
solution-based bioreplication is sufficient. Such 
applications include the areas of optics and 

FIGURE 14.5 (a) Series of optical microscope images of 
wing scales of the butterfly Morpho peleides coated with 
alumina layers of increasing thickness and associated 
gradual color changes. (b) SEM image of alumina replicas of 
the wing scales. Reproduced with permission from Ref. 20. 
Copyright 2006 American Chemical Society.
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optoelectronics, catalysis, separation, and sorp-
tion, or as scaffolds in battery electrodes, energy 
absorption, and tissue engineering. In addition, 
solution-based methods extend the variety of 
accessible structures from hollow to solid repli-
cas of the original template with a negative or 
positive (true replica) framework.

The process of solution-based templating has 
been known for thousands of years and has been 
applied to replicate a multitude of synthetic and 
natural structures with features ranging from 
nanometers to several meters. For example, solu-
tion-based templating can be used to replicate 
the nanometer-sized three-dimensional pore net-
work of colloidal crystals into polymers and 
semiconductors. At much longer length scales, 
these same templating principles have been used 
for millennia to cast meter-sized statues, figures, 
and bells from metals and precious alloys.

These very same techniques are used in solu-
tion-based bioreplication but instead rely on 
biological structures such as wood, bones, insect 
scales, feathers, and marine animals as tem-
plates. The motivation for using biological tem-
plates lies in the enormous multitude of complex 
structures found in nature [6, 32–34]. Some of 
these structures, such as the intricate hierarchi-
cal architectures of diatoms and marine sponges 
[32] or the three-dimensional photonic crystal 
lattices of certain butterfly wings and weevil 
scales [6, 26], are still beyond our synthetic capa-
bilities. Therefore, these complex materials are 
intriguing additions to our existing synthetic 
structure portfolio.

A drawback of using biotemplates is that they 
are not (in most cases) freestanding, unlike syn-
thetically generated frameworks that are easily 
accessible. Biological structures designed to ful-
fill given functions within an organism are inte-
grated into larger systems (feathers, wings, hair, 
skin, bones, exoskeleton, etc.). In these cases, the 
structural features of interest for replication are 
often buried and hidden, or embedded into a 
structure-less and sometimes impermeable 
cover matrix.

Such biotemplate-specific features require 
additional pre-infiltration steps, such as remov-
ing the component of interest from the organism 
by cracking, polishing, or cutting to provide 
access to enclosed structural frameworks. In 
addition, many biological structures have thin 
protective layers on their surface. Very often, 
these layers are composed of waxy, hydrophobic 
molecules to prevent water from wetting the 
surface and/or entering the inner void space of 
these structures. Since solution-based biotem-
plating often uses hydrophilic solvents (e.g., 
water or alcohols) and infiltration of the void 
space is based on capillary forces, these protec-
tive layers need to be removed through treat-
ment with organic solvents or acids.

Once these preprocessing steps have been 
completed and the desired biological structure 
can be accessed, a given biotemplate is ready for 
infiltration with a precursor-containing solution. 
In principle, any of the techniques used to repli-
cate synthetic templates can also be used for bio-
logical structures. These methods include colloidal 
nanoparticle sols, molten or supersaturated salt 
casting, electrochemistry, polymerization tech-
niques of organic monomer species, and molecu-
lar sol–gel chemistry. The following section 
provides brief descriptions of these methods with 
a more detailed discussion of molecular sol–gel 
chemistry—the most widely used solution-based 
bioreplication technique.

Typical colloidal nanoparticle sols are aque-
ous or alcoholic solutions/suspensions of oxide 
nanoparticles with sizes of a few nanometers to 
tens of nanometers. An important parameter 
for this templating technique is concentration 
of the nanoparticle sol. On one hand, this con-
centration should be as high as possible to 
ensure a dense, solid framework after solvent 
evaporation: The lower the nanoparticle con-
centration, the higher the nanoporosity. On the 
other hand, high nanoparticle concentration 
results in enhanced particle-particle interac-
tions, leading to an increase in the solution vis-
cosity. Since capillary forces drive template 
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infiltration, an increased solution viscosity can 
significantly lower the degree of infiltration, 
which, in turn, results in poor replica quality. 
The optimum nanoparticle concentration 
depends on the particle type and surface chem-
istry, but typical values are in the micro-to-
millimolar range [10, 31].

After infiltration and evaporation of the 
 solvent, nanoparticles form an initially loosely 
connected framework via interaction of surface 
hydroxyl groups. This network can be further 
densified and solidified by thermal treatment, 
resulting in a stable nanoparticle-based struc-
ture held together by interparticle oxide bonds. 
For example, Figure 14.6 shows SEM images of 
ceramic replicas of wood created by infiltration 
of wood tissue with a sol containing cerium/
zirconium oxide  nanoparticle sol and calcina-
tion (i.e. heating in air) [31].

A different approach to creating inorganic 
replicas is to infiltrate template structures with 
molten or supersaturated salt solutions. For 

example, heated supersaturated solutions of 
salts, such as sodium chloride in water, are used 
to infiltrate polymeric templates. After solvent 
evaporation, solute precipitation, and thermal 
removal of the template, an inverse replica of the 
original structure composed of rock salt is 
obtained [35]. In a similar method, sucrose was 
infiltrated into diatom structures. The sucrose 
was then carbonized, and after dissolution of 
the diatom, a carbonaceous inverse replica was 
obtained [36].

Electrochemical deposition is an attractive 
method to replicate open-framework template 
structures into metals. Metal infiltration is 
achieved with a traditional electrochemical cell 
set-up in which the template-electrode is 
immersed into an electrolyte solution containing 
the metal salt of interest, together with a counter 
electrode and reference electrode. Although this 
technique is difficult to apply to biotemplates, 
because it requires the template to be deposited 
onto or formed on a conductive electrode, it has 

FIGURE 14.6 SEM images (a–d) of cerium/zirconium oxide replicas of spruce wood fabricated by nanoparticle sol 
templating. Interfaces between different wood cell-wall layers are clearly visible in the ceramic replica samples. Adapted 
from Ref. 33. Copyright Wiley-VCH Verlag GmbH & Co. KGaA. Reproduced with permission.
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been successfully applied to opal templates [37, 
38]. An advantage of this method is that metal 
deposition starts at the conducting surface and, 
as deposition time continues, gradually and uni-
laterally fills the template void space. By con-
trolling deposition time and the current applied 
during the deposition process, it is thus possible 
to precisely control the degree of metal infiltra-
tion into the template.

An alternative to creating inorganic replicas is 
template infiltration with organic monomers or 
prepolymer solutions. In the presence of polym-
erization initiator compounds, the precursor spe-
cies is then cross-linked by exposure to ultraviolet 
(UV) light or mild heating, yielding a negative 
polymeric replica of the original structure. Typical 
polymers used with this technique are elasto-
meric perfluoropolyether (PFPE), polydimethyl-
siloxane (PDMS), polymethyl methacrylate 
(PMMA), and epoxy resins. This technique has 
been extensively applied in replica molding, a 
soft-imprint lithographic method used to repli-
cate two-dimensional structures such as, the sur-
face relief of leaves, wings, and eye [15–17].

An extension of polymer templating to three-
dimensional structures has been successfully 
demonstrated by replicating opaline structures. 
For this method, opal templates were infiltrated 
with UV-curable polyurethane or poly(acrylate—
methacrylate) copolymer precursors [39]. After 
polymerization, the template was selectively 
removed by either etching (hydrofluoric acid for 
silica templates) or solvent extraction (toluene for 
polystyrene templates). Since mild processing 
temperatures and no or minimal amounts of sol-
vent were required, replicas of high quality (with 
little framework shrinkage and damage) could be 
obtained. Furthermore, this method opens the 
door to fabricating bioreplica samples out of 
functional yet inexpensive organic compounds.

14.2.4 Sol–Gel Chemistry

The term sol–gel chemistry encompasses all 
processes involved in the transformation of 

precursor species into a solid material via a “sol” 
(colloidal particle suspension) to “gel” (cross-
linked particles) pathway [40, 41]. Most sol–gel 
reactions start with molecular precursors, which 
first undergo a hydrolysis step followed by 
condensation of these molecular species into 
polymeric networks.

The most commonly used molecular precur-
sors are metal alkoxides (M-OR; M is a metal atom 
and R is an organic group such as methyl, ethyl, 
isopropyl, etc.). These compounds readily react 
with water in a nucleophilic substitution reaction 
to form metal hydroxides as intermediary species 
in the first step of the sol–gel process; thus:

The index x denotes the available alkoxide 
moieties for a given metal atom; for typical sol–
gel compounds such as silica, alumina, titania, 
and zirconia, x has the following values: x = 3 
(aluminum), x = 4 (silicon, titanium, zirconium). 
For example, for the most commonly used sol–
gel compound, silica (or silicon dioxide), and for 
a typical starting compound such as silicon 
tetraethoxide (also referred to as tetraethyl-
orthosilicate, TEOS), reaction (14.1) becomes

with orthosilicic acid and ethanol formed as 
intermediary products.

These formed metal hydroxides then undergo 
a condensation reaction and combine either 
with other hydroxides moieties (oxolation, reac-
tion 14.3) or with unhydrolized alkoxides moie-
ties (alcoxolation, reaction 14.4). In both cases, 
dimeric species are formed with two silicon 
atoms connected by an oxo-bridge.

(14.1)
M − (OR)

x
+ x · H2O → M − (OH)

x
+ x · ROH.

(14.2)
Si(OCH2CH3)4 + 4H2O → Si(OH)4 + 4CH2CH3OH,

(14.3)
M − (OH)x + M − (OH)x → (HO)x−1

−M − O − M − (OH)x−1 + H2O,

(14.4)
M − (OH)x + M − (OR)x → (HO)x−1

−M − O − M − (OR)x−1 + ROH.
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These reaction pathways are identical for 
different sol–gel compounds as shown in 
Box 14.1. The rates of both hydrolysis and 
condensation reactions, however, depend strongly 
on the type of metal alkoxides used, pH of the 
precursor solution, temperature, presence of 
solvents (mainly alcohols), and reactant 
concentrations. Although most titanium-alkoxide 
precursors react readily with water (titanium 
tetraethoxide, for example, rapidly hydrolyzes in 
a strongly exothermic reaction at room 
temperature), the reaction of silicon alkoxides is 
much slower (several minutes to hours) and 
requires the presence of acid or base catalysts to 
proceed at room temperature.

Initially formed dimeric species (products in 
reactions 14.3 and 14.4), then undergo repeated 

oxolation and/or alcoxolation reactions, creating 
nanometer-sized colloidal particles  composed of 
randomly cross-linked (–O)x−1–M–O–M–(O–)x−1 
species and unreacted hydroxyl residues (Figure 
14.7a). During the subsequent gelation (or aging) 
process, these nanoparticles can form larger 
agglomerates by reaction of their residual 
hydroxyl groups (Figure 14.7b). In subsequent 
condensation reactions, these agglomerates then 
transform into a fully interconnected, three-
dimensional network (Figure 14.7c). Since these 
agglomeration and polymerization processes 
occur in random fashion, the formed network 
generally lacks long-range order and has glass-
like properties.

Control of the kinetics of gelation of the initial 
sol particles is of foremost importance for 

BOX 14.1

H Y D R O LY S I S ,  C O N D E N S AT I O N ,  A N D  N E T  
R E A C T I O N  F O R  T H E  M O S T  C O M M O N  S O L – G E L  

O X I D E  C O M P O U N D S .
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processing sol–gel compounds into desired 
structures. To successfully transform the sol into 
thin films, fibers, or monoliths or to infiltrate it 
into template structures to create high-fidelity 
ceramic replicas, gelation and formation of the 
interconnected particle network need to be 
slowed. This prevents premature solidification 
and/or uncontrolled precipitation of the sol–gel 
compound. In general, gelation kinetics depends 
on similar parameters, as previously discussed 
for the hydrolysis and condensation reactions. 
Separating these processes is very difficult.

For templating applications, the most success-
ful approach is to dilute the sol either during or 
immediately after the initial hydrolysis and con-
densation steps with low-boiling-point alcohols 
(methanol, ethanol, isopropanol). Lowering the 
colloidal particle concentration slows cross-link-
ing and allows template infiltration to be sepa-
rated from the gelation and solidification 
processes. After infiltration of the template struc-
ture, alcohol evaporates and thereby slowly con-
centrates colloidal particles in the sol, inducing 
their agglomeration and cross-linking into an 
extended solid network, as shown in Figure 14.7.

A disadvantage of this method is that large 
amounts of solvent are introduced along with 
the sol–gel compound into the void space of 
the template structure, resulting in a highly 

porous and crack-prone network after solvent 
evaporation. This interplay between gelation 
kinetics and sol dilution depends strongly on 
the sol–gel compound. Finding the appropriate 
balance between these competing considera-
tions is one of the most important steps for 
successful replication of synthetic and natural 
structures.

Finally, it should be noted that for some sol–
gel compounds such as titania, the hydrolysis of 
precursors (as well as condensation and gelation 
reactions) are so fast that dilution alone is not 
sufficient to prevent premature cross-linking 
and precipitation. In these systems, it is impor-
tant to convert precursor molecules into inter-
mediary species that are stable under processing 
conditions (coating, molding, casting, etc.) and 
need other stimuli (such as heat and catalysts) 
to undergo polymerization reactions. In the case 
of titania, this can be achieved by converting 
titanium alkoxides into stable oxy-chloro com-
plexes under strong acidic conditions or into 
organic complexes by reaction with trifluoro-
acetic acid [42]. These entities are stable under 
room-temperature conditions and can be pro-
cessed in an alcoholic solution. At elevated tem-
peratures, these complexes then decompose and 
convert into amorphous or polycrystalline 
titania.

FIGURE 14.7 The three main stages of molecular sol–gel chemistry. (a) Solution stage: Partly hydrolyzed and condensed 
molecular precursor species forming dimers and trimers (black dots). (b) Sol stage: Dimers and trimers agglomerate into 
larger oligomers/nanoparticles. (c) Gel stage: Oligomers/nanoparticles further cross-link into an interconnected solid 
network.
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14.3 BIOREPLICA PHOTONIC 
CRYSTALS

In this section, we provide a specific example of 
solution-based bioreplication: Using silica and 
titania sol–gel chemistry, the three-dimensional 
photonic crystal structure of colored weevil 
scales is replicated [26–28]. This combination of 
structure engineering in biology—still beyond 
our synthetic engineering abilities—with sol–gel 
synthesis can result in entirely new optical mate-
rials with fascinating properties and new oppor-
tunities in energy and information technology 
applications [43].

14.3.1 Photonic Crystals

Upon closely examining the green color of spin-
ach leaves or the red color of strawberries, you 
will find that the origin of this coloration is 
based on molecules. When illuminated with 
white light, electronic transitions in these mol-
ecules, also called pigments, absorb selected fre-
quency ranges of the visible part of the 
electromagnetic spectrum while diffusely 
reflecting the rest. An excellent example of such 
a pigmented color is the molecule chlorophyll. 
It absorbs large portions of the blue and red 
spectral regimes, rendering the flora around us 
in a familiar green.

Now look closely at the green weevil Lampro-
cyphus augustus or the colorful wings of many 
butterflies and you will discover that the origin 
of this coloration stems from interesting biopol-
ymeric structures with a high degree of periodic 
ordering in one, two, or three dimensions (Fig-
ures 14.3 and 14.8) [7, 26]. The mechanism 
behind these structural colors is very different.
Unlike pigments, structural colors are based on 
diffraction and specular reflection rather than 
absorption and diffuse reflection [9]. Most of the 
light incident upon these periodically organized 
biopolymeric structures can travel through 
without being significantly affected. However, 

some portions of white light—those with wave-
lengths having certain proportionalities to the 
length scale of the structure’s periodicity—are 
directionally reflected, producing the angle-
dependent sparkling colors seen in many insects, 
birds, and marine animals.

Let us consider the one-dimensional case of a 
structural color: a dielectric composite with a 
periodic variation of the refractive index in a 
single dimension, as shown in Figure 14.9 [44]. 
An incident wave (in the forward direction) will 
be reflected at each low-to-high refractive index 
interface. In a simplified picture, for waves with 
wavelengths half the periodic length of the one-
dimensional lattice (Figure 14.9a), the reflecting 
waves are all in phase and will reinforce each 
other (Figure 14.9b). When they’re combined 
with the forward-traveling wave, the result is a 
standing wave: i.e. waves with this wavelength 
do not propagate through the composite and are 
instead reflected (Figure 14.9c). This composite 
is said to have a photonic band gap with its width 
dependent on the refractive index contrast of the 
two dielectrics and their filling fractions.

On the other hand, for waves with wave-
lengths outside the band gap (Figure 14.9d), the 
reflected waves are out of phase and cancel each 
other (Figure 14.9e), resulting in a net forward 
traveling wave (albeit with slightly lowered 
intensity), as shown in Figure 14.9f. Note, how-
ever, that this effect is only valid for a given 
frequency range of incident light normal to the 
periodic structure. For off-normal directions, the 
periodic length changes and waves of a different 
range, or color, are reflected.

Such one-dimensional periodic structures 
have long been used as optical components such 
as mirrors, filters, and optical cavities, but their 
two and three-dimensional analogs promise 
to open the door to entirely new optical con-
cepts based on photonic band structures [45].  
This idea of a photonic crystal was independently 
proposed by Yablonovitch [46] and John [47] in 
1987 with the goal to control radiative properties 
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of materials and induce photon localization, 
respectively. These ideas are based on creating 
materials with an omnidirectional (or complete) 
photonic band gap—a range of frequencies for 
which light propagation within the photonic 
crystal is classically forbidden in any direction. 
In other words, this is a material for which the 
optical density of states is zero across a given 
frequency range while being non zero just above 
and below this range.

The prospects of these exciting predictions 
have motivated research into fabricating three-
dimensional photonic crystals with band gaps at 
optical frequencies. The general requirements are 
to create a three-dimensionally periodic structure 
composed of dielectric compounds with differ-
ent refractive indices; the larger the difference, 
the wider the photonic band gap. Furthermore, 
the periodicities of this lattice should be nearly 
the same in all directions (i.e. the Brillouin zones 

FIGURE 14.8 (a) Optical image of the Brazilian weevil Lamprocyphus augustus and (b) some of its exoskeleton under white-
light illumination. (c, d) Cross-sectional SEM images of an entire scale and a section of the scale showing the photonic crystal 
structure. Reproduced with permission from Ref. 54. Copyright 2008, American Physical Society.



374 14. SOLUTION-BASED TECHNIQUES FOR BIOMIMETICS AND BIOREPLICATION 

should be as spherical as possible) [45]. This lat-
ter requirement makes face-centered-cubic lat-
tices particularly interesting candidates for 
three-dimensional photonic crystals; indeed, 
modeling and photonic band structure 

calculations show that diamond-based lattice 
geometries are the “champion” structures [48]. 
With this guidance, photonic crystals with com-
plete band gaps in the infrared and microwave 
regimes have been successfully fabricated by a 

FIGURE 14.9 Schematic depiction of light interacting with a one-dimensional photonic crystal given as a periodic array 
of dielectric slabs (gray rectangles) surrounded by air. The two cases shown are for light with wavelengths inside (a–c) and 
outside (d–f) of the photonic band gap. (a) Incident wave with wavelength inside band gap. (b) Reflected waves are all in 
phase and reinforce each other. (c) Reflected waves and incident wave produce a standing wave that does not propagate 
through the photonic crystal. (d) Incident wave with wavelength outside band gap. (b) Reflected waves are out of phase 
and cancel each other. (c) Forward-traveling wave propagates through the photonic crystal with only slightly reduced 
intensity. Adapted from Ref. 44.
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number of approaches ranging from self-assem-
bly to lithography, direct-writing techniques, 
and even mechanical drilling of arrays of holes 
into ceramic blocks [49–53].

Unfortunately, there are limitations in extend-
ing these methods to the visible range, due to 
inherent size limitations of patterning and writ-
ing techniques and the lack of robust assembly 
methods needed to yield diamond-based crystal 
geometries with lattice constants of a few hun-
dred nanometers. As a consequence, a synthetic 
three-dimensional photonic crystal with a com-
plete band gap in the visible spectral regime has 
proven elusive.

14.3.2 Surprising Weevils

In contrast to our limited abilities in engineering 
photonic crystals operating in the visible part of 
the electromagnetic spectrum, biological species 
have developed sophisticated structures to effi-
ciently interact with visible light. The results of 
these interactions include large angular fields of 
view, reduced surface reflection, Bragg diffrac-
tion, and multiple scattering [6–9].

The latter two are of particular importance in 
the world of insects, which often rely on struc-
tural colors for defense, camouflage, and repro-
duction. For example, it is the periodic variation 
of biopolymeric compounds embedded into 
wings and exoskeletons that lends many but-
terflies and beetles their iridescent appearance, 
which can be used to scare off predators, hide 
in plain sight, or attract mates. Furthermore, 
photonic structures in these species were opti-
mized to function under various illumination 
conditions, from glaring sunlight to the diffuse 
and dim lighting on forest floors.

Combined with the pure beauty of biological 
iridescence, these diverse applications and the 
ability of these materials to function in a wide 
range conditions have motivated biologists and 
physicists alike. Great efforts have been under-
taken to search for the structural origins of these 

coloration effects. This has led to the identification 
of an enormous diversity in biological photonic 
structures: from simple multilayer film compos-
ites to two- and three-dimensional periodic lat-
tices with chiral, honeycomb, and cubic geometries 
(and combinations thereof) [6–11].

The biggest structural surprise from a photonic 
crystal standpoint came in 2008 with the discovery 
of a photonic crystal with the “champion” 
diamond-based lattice in the green Brazilian 
weevil L. augustus (Figure 14.8) [54]. Soon after, 
other weevils (Eupholus schoenherri, Eudiagogus 
pulcher, Pachyrhynchus moniliferus) were identified 
as creating their blue, green, and red exoskeleton 
colorations with diamond-based photonic crystals 
[26]. These structures have the same lattice 
geometries as L. augustus but different lattice 
constants (Figure 14.10). It should be emphasized 
that these biological structures are still the only 
examples (to date) of diamond-based photonic 
crystals with lattice constants comparable to 
wavelengths in the visible spectral regime.

Diamond-based photonic crystal structures 
are located within the cuticle scales of a weevil 
[26, 54]. These scales have a leaf-like shape 
(around 100 × 50 × 5–20 μm3 in size) and are 
attached to the exoskeleton of the beetles. Each 
scale has a solid outer shell and an interior dia-
mond-based photonic crystal framework, both 
made out of chitin-based insect cuticle. The exact 
structure of this diamond-based lattice was eval-
uated through various structural and optical 
characterization tools, combined with modeling 
and photonic band structure calculations. The 
results showed a lattice composed of ABC stacked 
layers of hexagonally arranged air cylinders in a 
surrounding matrix of cuticle material. The 
refractive index of cuticle (around 1.5) is not high 
enough to form a complete photonic band gap in 
any of the weevil photonic crystals. However, 
calculations revealed that a complete band gap 
would open in the green part of the visible spec-
trum if the photonic crystal framework of the 
weevil L. augustus were made from a dielectric 
material with a refractive index of at least 2.1, 
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making this biological structure an ideal candi-
date for biotemplating [27].

14.3.3 Toward New Optical Materials

After the discovery of photonic crystals with 
the desirable diamond-based lattice geometry in 
weevil scales, the fabrication of the first complete 
photonic band gap at visible frequencies became 
a real possibility. Using the structure found in L. 
augustus as a basis, modeling and photonic band 
structure calculations revealed the geometric 
and dielectric properties needed for a complete 
band gap to form in replicated samples: (1) a 
positive replica of the original beetle photonic 
crystal lattice; (2) a framework compound (high 
refractive-index component) refractive index of 
at least 2.1 to open a band gap and at least 2.3 for 
a 5% wide (gap-to-midgap ratio) band gap; (3) 
a high refractive-index component volume frac-
tion between 30% and 40% to optimize the band 

gap width; and (4) a variation in replica lattice 
within 15–20% of the original structure to assure 
the band gap remains within visible frequencies 
[27].

Even though the calculations and modeling 
results give very clear instructions on how an 
optimal structure needs to be designed, trans-
lating these results into a solution-based tem-
plating process is rather challenging. Sol–gel 
chemistry, with its flexible processing parame-
ters and versatility, is promising; however, it is 
necessary to adjust and modify the typical sol–
gel infiltration and processing conditions to 
meet all the geometric and dielectric require-
ments for this replica.

The first predicted property, the creation of a 
positive replica of the original beetle photonic 
crystal structure, requires a double-templating 
process since a negative replica of this structure, 
which could be obtained by a single replication 
step, was predicted to lack a complete band gap. 
One way to meet this goal is to fabricate an 

FIGURE 14.10 (a–c) SEM images of diamond-based photonic crystal structures found in exoskeleton scales of the weevils 
Eupholus schoenherri, Pachyrhynchus moniliferus, and Eudiagogus pulcher, respectively. (d) Calculated dielectric function of the 
diamond-based lattice showing three orthogonal planes (air: dark gray; biopolymer: light gray). Adapted from Ref. 26 and 
reproduced by permission of The Royal Society of Chemistry.
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intermediary, negative replica out of silica, 
which then serves as a sacrificial template in a 
second replication step (Figure 14.11). Galusha 
et al. showed the highest-fidelity negative replica 
structures are obtained by using a hybrid 
organic-inorganic silica sol for the infiltration 
process [26, 27]. The added polymer component 
lends higher flexibility to the framework, and 
thus reduces cracking during the drying stage. 
Following solidification of the silica-based 
framework, this biological template was removed 
by etching with a mixture of concentrated per-
chloric and nitric acids. This method was chosen 
over pyrolytic removal of the template to keep 
shrinkage of the framework to a minimum, with 
around 5% (acid treatment) compared to 30% 
(heat treatment).

The silica-based inverse replica was then 
used as the new (intermediary) template and 

was infiltrated with a liquid titania sol–gel pre-
cursor. Titania is the compound of choice for 
photonic crystals operating in the visible spec-
trum since it combines a high refractive index of 
2.1–2.8, depending on the type and degree of 
crystallinity, with excellent optical transparency 
(thereby satisfying the second requirement for a 
refractive index greater than 2.3 for the high-
dielectric component).

Infiltration of the precursor solution was  
followed by heating the silica/titania composite 
to 500 °C to induce nanocrystallization of titania. 
This infiltration/heating cycle can be repeated to 
adjust the final filling fraction of titania (achieving 
the third requirement of a filling fraction between 
30% and 40%) and creating a dense framework. 
In the final processing step, the intermediary  
silica-based template was selectively removed  
by hydrofluoric-acid etching, leaving behind a  

FIGURE 14.11 Schematic of the double-templating bioreplication route. The diamond-based photonic crystal structure of 
the weevil L. augustus (top) is converted into a titania positive replica via an intermediary silica negative replica. Gray: air; 
green: dielectric (silica or titania). (For interpretation of the references to color in this figure legend, the reader is referred to 
the web version of this book.)
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positive replica of the weevil photonic-crystal 
structure made of titania.

This successful replication was confirmed by 
structural and optical characterization tech-
niques. For example, Figure 14.12 depicts SEM 
images of the positive replica of the L. augustus 
photonic crystal structure made of nanocrystal-
line titania with a measured refractive index of 
2.3 ± 0.1. Using the structural and dielectric 
properties of the replica, band-structure calcula-
tions revealed the formation of a complete pho-
tonic band gap (with a gap-to-mid-gap ratio of 
2–5%) in the green portion of the visible 

spectrum (Figure 14.12c) [27]. However, it should 
be emphasized that these calculated results were 
obtained for a perfect photonic crystal of infinite 
size and free of any defects. Therefore, the width 
of this calculated band gap is most likely too 
narrow to stay open in a real material.

Regardless of whether a complete band gap is 
formed or not, these bioreplicated structures are 
by far the most efficient photonic crystals cur-
rently available for manipulating light at visible 
frequencies. These findings will allow experi-
mental testing of some of the predicted new opti-
cal properties of photonic crystals with visible 
light. For example, one of the original motiva-
tions behind photonic crystal research was con-
trolling dynamics of radiative processes; 
however, more than 20 years after it was first 
proposed, this effect has been rarely observed 
due to the lack of appropriate photonic-crystal 
samples.

This changed recently when the first experi-
mental studies with titania bioreplica of dia-
mond-based photonic crystals revealed the 
enormous potential of this new type of optical 
material. In these studies, the spontaneous 
emission properties of nanometer-sized light 
sources (nanocrystal quantum dots) within tita-
nia replicas were investigated [43]. Unprece-
dented modification of the dynamics of 
spontaneous emission at visible frequencies 
was observed, showing a variation of the 
excited-state lifetime by more than a factor of 
10—approximately five times higher than pre-
vious results obtained from the best synthetic 
photonic crystals.

These results are extremely promising. Con-
trolling spontaneous emission lies at the heart of 
many emerging applications, ranging from solar 
energy conversion, solid-state lighting, and las-
ing to quantum information processing. Biorep-
lication has supplied the first efficient photonic 
crystals toward these applications, and intrigu-
ing new optical properties will be made possible 
through this marriage of biological structure 
engineering and materials synthesis.

FIGURE 14.12 (a, b) Cross-sectional SEM images of a 
bioreplicated diamond-based photonic crystal made of 
titania. (c) Calculated band structure diagram for this pho-
tonic crystal lattice showing a narrow complete band gap 
(gray rectangle). Scale bars are 1 μm. Adapted from Ref. 27. 
Copyright Wiley-VCH Verlag GmbH & Co. KGaA. Repro-
duced with permission.



 REFERENCES 379

14.4 CONCLUDING REMARKS 
AND FUTURE DIRECTIONS

In general, the aim of bioreplication is to mimic 
biological structures in semiconductors, metals, 
and polymers for a wide range of technological 
applications beyond what nature intended. As 
we have discussed in this chapter, solution-based 
routes provide an appealing, simple pathway for 
generating structurally complex architectures 
with feature sizes covering several length scales.

With a wide range of chemistries at our dis-
posal, scientists have begun to explore applica-
tions beyond those discussed here, such as 
biohybrid materials built upon previously formed 
natural or synthetic inorganic solids to host 
organic components. This organic counterpart 
can be intercalated between two-dimensional 
solids or embedded in three-dimensional 
mesoporous structures for applications in regen-
erative medicine, biodegradable materials for 
food packaging, and separation membranes [55].

In addition, it has been shown how biological 
species have myriad photonic structures to effi-
ciently interact with light. The results of these 
interactions include large angular fields of view, 
reduced surface reflection, Bragg diffraction, and 
multiple scattering. Researchers are now generat-
ing replicas of such structures to capture and store 
solar energy with specific functionalities, such as 
light-harvesting components and catalysts that 
could be used for solar fuel production [56].

These and other new biomimetic and biotem-
plated structures and three-dimensional frame-
work materials lend themselves to exciting new 
applications in optoelectronics, catalysis, sepa-
rations, energy absorption, and tissue engineer-
ing, and provide fertile ground for researchers 
exploring technological solutions using 
bioreplication techniques.
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15
Vapor-Deposition Techniques

Prospectus
The term vapor deposition encompasses a large 
 palette of techniques essential for both the repro-
duction of certain structural features of a biotem-
plate and the replication of a biotemplate. Physical 
vapor  deposition, chemical vapor deposition, atomic 
layer deposition, and molecular beam epitaxy are 
 succinctly described in this chapter in the context of 
engineered biomimicry.

Keywords
Atomic layer deposition (ALD), Chemical vapor depo-
sition (CVD), Electron-beam evaporation, Ion-beam-
assisted deposition (IBAD), Laser ablation, Molecular 
beam epitaxy (MBE), Oblique angle deposition (OAD), 
Physical vapor deposition (PVD), Pulsed laser deposi-
tion (PLD), Sputtering, Thermal evaporation

15.1 INTRODUCTION

Biological species are endowed with multiscale 
structures, ranging from the nano- to micro- 
to macroscale, which provide them with very 

specific functionalities. As such, for either repro-
ducing specific geometric features of biological 
structures or replicating biological structures, 
fabrication techniques have to be suitable for the 
accurate replication of features at very  different 
length scales. A variety of vapor-deposition 
techniques is available for both biomimetics and 
bioreplication.

In this chapter, the most commonly used vapor-
deposition techniques are reviewed. These tech-
niques include physical vapor  deposition (thermal 
and electron-beam  evaporation,  sputtering, laser 
ablation, ion-beam-assisted  deposition, oblique-
angle deposition, and conformal-evaporated-film-
by-rotation technique), chemical vapor deposition 
(CVD), atomic layer deposition (ALD), and 
molecular beam epitaxy (MBE). Given its 
importance for engineered  biomimicry, ALD is 
also treated in Chapter 16 by Zhang and Knez. 
Although not discussed in this chapter, it is worth 
noting that the combined use of a focused ion 
beam (FIB) and a scanning  electron microscope 
(SEM) could develop into a  bioreplication 
 technique in the near future [1].

C H A P T E R

http://dx.doi.org/10.1016/B978-0-12-415995-2.00015-5


384 15. VAPOR-DEPOSITION TECHNIQUES 

15.2 PHYSICAL VAPOR 
DEPOSITION

Physical vapor deposition (PVD) involves the 
generation of a vapor flux and its subsequent 
condensation in the form of a thin film on a 
substrate in a vacuum chamber. The term PVD 
encompasses several techniques, including ther-
mal and electron-beam evaporation, sputter-
ing, and laser ablation. The major differences 
between all of these PVD techniques are in the 
way that the vapor flux is generated from a tar-
get made of a specific material. More than one 
target may be used, and vapor fluxes from more 
than one material may be generated. At the same 
time, one or more gases may also be introduced 
to chemically modify either the vapor species or 
the growing thin film.

PVD techniques are used to fabricate a wide 
variety of thin films ranging from decorative 
optical coatings to high-temperature supercon-
ducting films. The thickness of the deposits can 
vary from a few angstroms to several millimeters, 
and very high deposition rates (up to 50 μm s–1)  
can be achieved [2]. A very large number of inor-
ganic materials (metals, alloys, compounds, and 
mixtures) as well as some organic materials can 
be deposited using PVD techniques [3].

Thus, the term PVD comprises several versa-
tile methods for the fabrication of thin films of 
a wide variety of materials. PVD provides quite 
good structural control at the micrometer and/
or nanometer length scales by carefully monitor-
ing the processing parameters [4].

15.2.1  Thermal/Electron-Beam 
Evaporation

Thermal evaporation was devised by Faraday dur-
ing the 1850s [5]. During this process, atoms and 
clusters of atoms or molecules are removed in the 
form of a vapor flux from a metal crucible, con-
taining some bulk material (target) by heater the 
crucible, either by passing a current through it or 

by a heater filament. Figure 15.1 presents a sche-
matic representation of an evaporation system.

Alternatively, during electron-beam (e-beam)
evaporation, a beam of electrons bombards the 
bulk material in the crucible to generate the 
vapor flux. The crucible and its contents are 
placed in a vacuum chamber, with pressure typ-
ically below 10–4  Torr. The vapor flux condenses 
on a substrate. Although the use of an electron 
beam to vaporize metals in vacuum is usually 
credited to Rühle [6], the basic process had been 
discovered serendipitously by von Pirani [7] 
slightly more than a century ago.

In a typical thermal evaporation process, the 
target material is heated by Joule effect to an 
appropriate temperature at which there is an 
appreciable vapor pressure. For most materials 
that vaporize below a temperature around 
1,500 °C,  evaporation can be achieved simply by 
putting the source material in  contact with a hot 
surface that is  resistively heated by passing a 
current through it. Typical resistive heating  
elements are carbon, molybdenum, tantalum, 
tungsten/wolfram, and BN/TiB2 composite 
ceramics [8]. The heated surface may have one 
of many configurations––including basket, boat, 
crucible, and wire––for rapid heating and to 
realize a uniform  distribution of the vapor flux. 
Among the major advantages of thermal evapo-
ration, high  deposition rates, relative simplicity, 
and low cost of the equipment must be men-
tioned.  However, thermal evaporation is not 
very  suitable for fabricating multicomponent 
thin films, since some bulk materials evaporate 
before others due to differences in their melting 
points and vapor pressures.

Electron-beam evaporation uses high-energy 
electron beams, typically accelerated with volt-
ages from about 5 to 20 kV, to bombard the target 
material or materials that are placed in a crucible. 
Crucibles of copper have been widely used for 
many years, although crucibles of boron nitride, 
graphite, nickel, and tungsten are also used, 
depending on the target material(s) [8]. This 
evaporation technique can vaporize most pure 
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metals, including those with high melting points. 
E-beam evaporation is particularly suitable for 
the deposition of thin films of refractory materi-
als, including most ceramics (oxides and nitrides), 
glasses, carbon, and refractory metals. Among all 
PVD techniques, e-beam evaporation provides 
probably the highest deposition rates. By the use 
of high-power e-beam sources, deposition rates 
as high as 50 μm  s–1 have been achieved. Moreo-
ver, with adequate adjustment of the waist of the 
electron beam, uniform films of high purity can 
be obtained.

A biomimetic technique based on e-beam 
deposition was used to reproduce the blue color 
of the wings of butterflies of the genus Morpho. 
Multilayers composed of alternating thin films 
of TiO2 and SiO2 were evaporated onto a sub-
strate that had been nanopatterned using 
e-beam lithography and etching [9, 10]. The 
optical characteristics of the structurally colored 

Morpho wings can thus be reproduced using 
widely available technologies at a relatively low 
cost.

15.2.2 Sputtering

In the basic sputtering process, a cathode made 
of the target material is bombarded by  energetic 
ions generated in a glow-discharge plasma 
situated in front of the target, as shown in 
Figure 15.2. The target can be an element, alloy, 
compound, or their mixture. The bombard-
ment process causes the removal, i.e., sputter-
ing, of target atoms by momentum transfer 
from the bombarding energetic gas ions (such 
as argon ions) accelerated in an electric field. 
The sputtered atoms form a vapor flux, which 
may then condense on a substrate as a thin film 
[11]. This process can be performed in a vac-
uum chamber using either low-pressure plasma 

FIGURE 15.1 Schematic of a typical thermal or electron-beam evaporation system. The source material is heated by an 
electrical current in thermal evaporation or by bombardment by an electron beam in electron-beam evaporation.
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(<5 × 10−3 Torr) or high-pressure plasma (5 × 10−3  
– 30 × 10−3 Torr) [8]. Secondary electrons are also 
emitted from the target surface as a result of ion 
bombardment. These electrons play an impor-
tant role in maintaining the plasma.

Three widely used configurations to generate 
the plasma for sputtering deposition are the 
direct-current (DC) configuration, the radio-
frequency (RF) configuration, and the magnetron-
assisted configuration. The simplest of the three 
is the DC configuration, comprising a cathode 
(target), an anode (on which the substrate is 
placed), and a DC power source. The cathode 
and the anode are placed in a vacuum chamber 
[8]. Argon is widely used to establish a dis-
charge. Because the plasma can be established 
uniformly over a large area, a solid target with 
a large area can be used. The surface of the target 
does not need to be planar, so targets with 
different shapes can be used to be conformal to 
the surface of a given substrate, resulting in 
improved thickness homogeneity.

The RF configuration is generally used for the 
deposition of electrically insulating materials 

such as oxides and polymers. When a RF 
potential is capacitatively coupled to a target 
(cathode), an alternating positive/negative 
potential appears on its surface. In one half 
cycle, positively charged ions are accelerated 
toward the surface of the target with enough 
energy to cause sputtering. In the next half  
cycle, electrons reach the surface of the target to 
prevent the build-up of charge. Frequencies 
used for sputtering deposition are typically in 
the range of 0.5–30 MHz, with 13.56 MHz [8] 
being the most widely used. RF sputtering is 
used at a low pressure (<10−3 Torr).

Finally, in the magnetron-assisted configura-
tion, a magnetic field is imposed to increase the 
plasma density as well as the current density at 
the cathode (target), thereby effectively increas-
ing the sputtering rate. The magnetic field is 
tangential to the cathode surface. The electrons 
ejected from the cathode are deflected to stay 
close to the target surface. If the magnets behind 
the target are arranged properly, the electrons 
can circulate on a closed path on the target sur-
face. This electron-trapping effect effectively 

FIGURE 15.2 Schematic of a typical sputtering system in either the DC or the RF configuration.
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increases the collision probability between elec-
trons and the gas molecules, thereby creating a 
high-density plasma. This configuration enables 
sputtering at low pressure with a high deposi-
tion rate.

The basic sputtering process was devised 
about a century and a half ago by Grove [12], 
who used the term cathode disintegration, but 
later researchers began to use both spluttering 
and sputtering. Thin films of many materials 
have been successfully deposited using this 
technique. In particular, sputtering is capable 
of depositing high-melting-point materials 
such as refractory metals and ceramics. 
 Moreover, since the sputtered atoms usually 
carry more energy than the evaporated atoms, 
the sputter-grown films generally have higher 
mass density, superior adhesion to the sub-
strate, and good crystalline structures. How-
ever, sputtering is limited by low ionization 
efficiencies in the plasma as well as by the 
heating of the substrate that often necessitates 
the use of cooling equipment. Significantly, the 
typical deposition rate of sputtering is 
considerably lower than that of thermal or 
electron-beam evaporation.

Reactive sputtering is the sputtering of 
elemental targets in the presence of chemically 
reactive gases that react with both the vapor 
flux ejected from the target and the target 
surface. It is a widely used technique for the 
deposition of a very wide range of thin films of 
compounds, including oxides, nitrides, carbides, 
fluorides, arsenides, and their alloys [13]. 
Although reactive sputtering is conceptually 
simple, it is in fact a complex and nonlinear 
process that involves many interdependent 
parameters.

Given its versatility, sputtering has become a 
process widely used for the deposition of a 
broad range of industrially important coatings. 
Examples include hard, wear-resistant coatings, 
low-friction coatings, corrosion-resistant coat-
ings, decorative coatings, and coatings with spe-
cific optical or electrical properties [11].

15.2.3 Laser Ablation

In laser ablation, also called pulsed laser depo-
sition (PLD), an intense, pulsed laser beam 
irradiates the target. When the laser pulse is 
absorbed by the target, its energy is used first 
for electronic excitation and then converted 
into thermal, chemical, and mechanical forms 
of energy, resulting in evaporation, ablation, 
plasma  formation, and even exfoliation. The 
ejected material expands into the surrounding 
vacuum in the form of a plume containing many 
energetic species, including atoms, molecules, 
electrons, ions, clusters, particles, and molten 
globules. These diverse species finally condense 
onto a substrate as a thin film.

Laser ablation is often carried out in a high or 
ultra-high vacuum chamber. Reactive gaseous 
species, such as oxygen, can be introduced for 
the reactive deposition of oxides or other com-
pound materials.

Generally speaking, laser ablation provides 
better control by simultaneous evaporation of 
multicomponent materials in a very short period 
of time. Because the ablation rate is related to 
the total mass ablated from the target per laser 
pulse [14], the development of lasers with high 
repetition rate and short pulse durations makes 
laser ablation––in combination with the conden-
sation of an inert gas on the substrate––very 
attractive for the mass production of well-
defined thin films with complex stoichiometry.

There are three possible growth modes in 
laser ablation [8]: First, the step-flow growth is 
often observed during deposition, either on 
a substrate with steps present on its surface (i.e., 
a highly miscut substrate) or at elevated tem-
peratures. Upon arrival at the substrate surface, 
atoms diffuse to atomic step edges and form into 
surface islands. The growing surface is viewed 
as steps travelling across the surface. Second, in 
the layer-by-layer growth mode, islands  continue 
to nucleate on the surface until a critical island 
density is reached. As more material is added, 
the islands continue to grow until neighboring 
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islands begin to coalesce, resulting in a high den-
sity of pits on the surface. The addition of more 
atoms to the surface results in their diffusion into 
these pits to complete the layer. This process is 
repeated for each subsequent layer. Finally, the 
three-dimensional growth mode is similar to the 
layer-by-layer growth mode except that once an 
island is formed, an additional island will nucle-
ate on top of the previous island. Continuing 
growth in one layer will not persist, leading to a 
roughened surface.

15.2.4  Ion-Beam-Assisted Deposition

Ion-beam-assisted deposition (IBAD) is not a depo-
sition technique per se. Instead, it is a technique 
wherein ion implantation is combined with 
another PVD technique. The evaporated spe-
cies produced by the chosen PVD technique are 
simultaneously impinged by an independently 
generated flux of ions [15]. Thus, while the indi-
vidual atoms or molecules condense on the sub-
strate to form a thin film, highly energetic ions 
(typically from 100 to 2,000 eV) are produced 
and directed at the growing thin film.

IBAD is particularly advantageous in that it 
has many independent processing parameters. 
The concurrent ion bombardment significantly 
improves adhesion and permits control over 
the morphology, density, internal stresses, crys-
tallinity, and chemical composition of the thin 
film. Ion bombardment can also blend together 
coating and substrate atoms. The energy and 
flux of bombarding ions can be exploited to 
modify the size and crystallographic orienta-
tion of grains. Columnar morphology often 
observed in conventional, low-temperature 
PVD is negated by IBAD to create very dense 
thin films [15].

15.2.5 Oblique-Angle Deposition

Oblique-angle deposition (OAD) is a PVD method 
wherein the vapor flux is collimated to enable 

the fabrication of thin films with columnar 
morphology [16]. Thermal and electron-beam 
evaporation techniques are commonly used 
to generate the vapor flux. The substrate is so 
positioned as to receive the vapor flux at an 
angle χv greater than 0° and as high as 90° with 
respect to the substrate plane. The columnar thin 
film (CTF) thus formed comprises parallel, tilted 
nanocolumns whose assemblage is optically 
equivalent to a biaxial crystal in the infrared 
and visible regimes. The CTFs are highly dense, 
with the vapor flux normally incident on the 
substrate, but the density trails off as the vapor 
flux angle χv is reduced toward 0°.

Rocking the substrate about a tangential axis 
during deposition imparts the nanocolumns 
with a two-dimensional shape, whereas rotating 
the substrate about a central normal axis makes 
the nanocolumns acquire a three-dimensional 
shape. Rocking and rotation can be made to 
 happen concurrently or sequentially. The thin 
films this forms are called sculptured thin films 
(STFs). The nanocolumns are made of 1–3 nm 
clusters, which accounts for the ease with which 
columnar shapes can be sculptured during 
deposition.

STFs are useful as polarization transformers 
and polarization filters, optical sensors, and  
vehicles for launching multiple surface-
plasmon-polariton waves. Their intrinsic high 
porosity, in combination with optical ani so-
tropy and possible two-dimensional electron 
confinement, make STFs potential candidates 
for electroluminescent devices, high-speed and 
high-efficiency electrochromic films; optically 
transparent conducting films sculptured from 
pure metals; and multistate electronic switches 
based on filamentary conduction.

For example, Figure 15.3 shows a cross-
sectional view of a distributed Bragg reflector 
grown using the OAD technique. The structure 
comprises CTFs of two different types grown 
alternatingly, one with χv = 90° and the other 
with χv = 15°. The CTFs grown with a nor  mal 
vapor flux (χv = 90°) are very dense and 
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comprise upright nanocolumns, whereas the 
CTFs grown with a highly oblique vapor flux 
are highly porous and comprise tilted 
nanocolumns. As a result, their effective 
permittivity tensors are very different, and the 
periodic stacking of the two types of CTFs leads 
to the exhibition of the Bragg phenomenon.

15.2.6  Conformal-Evaporated-Film-by-
Rotation Technique

The conformal-evaporated-film-by-rotation (CEFR) 
technique allows fabrication of high-fidelity rep-
licas of biotemplates with micro- and nanoscale 
features distributed over planar and curved 
surfaces [18, 19]. In the CEFR technique, the 
template is mounted on a substrate holder that 
is rotated rapidly about its central normal axis 
while the OAD technique is being implemented 
to coat the exposed surface of the template with 
a thin film. The vapor flux angle χv is fixed in the 
neighborhood of 5°, as shown schematically in 
Figure 15.4. After the coating of thickness about 

FIGURE 15.3 Cross-sectional SEM of a distributed Bragg reflector [17], consisting of alternate layers of very different 
CTFs, which have different porosities and different effective permittivity tensors.

FIGURE 15.4 Schematic of the CEFR technique.
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400 nm is separated from template, the coating 
becomes a high-fidelity replica.

To date, this technique has been applied for 
replicating the compound eyes of tephritid flies 
[18], as shown in Figure 15.5, and the wings of 
butterflies [19,  20], as shown in Figure 15.6, 
without compromising their optical characteris-
tics that are due to nanoscale (<100 nm) struc-
tural features. The CEFR technique is particularly 
well suited for bioreplication because the tem-
peratures involved during deposition are suffi-
ciently low and the replication process occurs in 
a non-corrosive environment, thereby avoiding 
damage to the underlying biotemplate.

The CEFR technique has been modified to 
improve the uniform thickness of the replica by 
introducing a second degree of freedom to the 
biotemplate motion during deposition [21]. The 
first degree, as in the original CEFR technique, 
is the rotation of the biotemplate about a central 
normal axis. The second degree is the rocking of 
the biotemplate so as to continuously vary χv 
during deposition.

The modified CEFR technique is one of the two 
main steps of the Nano4Bio technique devised to 
fabricate multiple high-fidelity replicas of a single 
biotemplate [22]. As depicted schematically in 
Figure 15.7, in the first step of this technique, the 
modified CEFR technique is used to deposit a 
∼250-nm-thick conformal coating of nickel on the 
biotemplate. In the second step, a roughly 
60-μm-thick structural layer of nickel is electro-
formed onto the thin layer to give it the structural 
integrity needed for casting or stamping. The 
biotemplate is then plucked off and plasma ash-
ing is carried out to completely remove all organic 
material in the third step. What is left behind is a 
master negative made of nickel. This can be used 
in the fourth step as either a die for stamping or 
a mold for casting multiple replicas. Casting pro-
duces high fidelity at the 2-μm length scale [22], 
but stamping will improve the reproduction 
fidelity at lower length scales [1, 23]. Because the 
Nano4Bio technique can simultaneously produce 
multiple replicas of multiple biotemplates, it is 
suitable for industrial bioreplication.

FIGURE 15.5 SEM of the eye of a tephritid fly (common fruit fly) coated with GeSbSe chalcogenide glass using the CEFR 
technique [18].
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FIGURE 15.6 High-resolution SEM of a wing of the butterfly Battus philenor coated with GeSbSe chalcogenide glass 
using the CEFR technique [19]. Features at the nanoscale are evident.

FIGURE 15.7 Schematic of the Nano4Bio technique.
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15.3 CHEMICAL VAPOR 
DEPOSITION

Chemical vapor deposition (CVD) involves either the 
dissociation of a gaseous chemical and/or chemi-
cal reactions between gaseous reactants when 
heated, irradiated by photons, or subjected to a 
plasma [24]. As a product, a thin film is deposited 
on a surface. This technique is used to produce 
very pure high-performance solid materials.

Depending on the activation sources for the 
chemical reactions, the deposition process can 
be categorized into thermally activated, laser-
assisted, or plasma-assisted CVD. The CVD pro-
cess occurs in a vacuum chamber, with pressures 
ranging from the atmospheric pressure (atmos-
pheric-pressure CVD) to below 10−8 Torr (ultra-
high-vacuum CVD). Figure 15.8 represents a 
typical plasma-assisted CVD system.

The main steps that occur in a typical CVD 
process can be summarized as follows [14]: 
(1) transport of reacting gaseous species to the 
surface of a substrate, (2) adsorption of the 
species on that surface, (3) heterogeneous surface 
reaction catalyzed by the surface of the substrate, 
(4) surface diffusion of the species to growth 
sites, (5) nucleation and growth of the film on the 
substrate, and (6) desorption of gaseous reaction 

products and transport of reaction products 
away from the surface. The main CVD process 
parameters––such as temperature, pressure, 
reactant gas concentration, and total gas flow––
require accurate control and monitoring. The 
chemical reactions include pyrolysis, oxidation, 
reduction, hydrolysis, or a combination of these 
and may be catalyzed by the substrate. The 
actual chemical reactions determine the operating 
temperature range.

CVD is a well-established technique for the 
deposition of metallic, ceramic, and semicon-
ducting thin films because it offers the advan-
tages of a relatively simple apparatus, excellent 
uniformity, high density, high deposition rate, 
and amenability to large-scale production. CVD 
is a more complex method of forming thin films 
and coatings than PVD. CVD exhibits several 
distinct advantages, such as the capability of pro-
ducing highly pure and dense films or fine par-
ticles at reasonably high deposition rates and the 
capability of coating surfaces of complex shapes.

Many forms of CVD are in wide use and are 
frequently referenced in the literature. These 
processes differ in the means by which chemical 
reactions are initiated (e.g., activation process) 
and process conditions [4]. As such, atmos-
pheric-pressure CVD, low-pressure CVD, and 

FIGURE 15.8 Schematic of a plasma-assisted chemical vapor-deposition system.
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ultrahigh-vacuum CVD are named after the 
typical chamber pressure at which the reactions 
take place. Depending on the characteristics of 
the plasma, the following forms can be found: 
microwave plasma-assisted CVD, plasma-
enhanced CVD, magneto-microwave plasma 
CVD, and remote plasma-enhanced CVD. If the 
characteristics of the vapor used are considered, 
the following two forms are commonly found: 
aerosol-assisted CVD and direct liquid-injection 
CVD. Metal-organic CVD uses metal-organic 
precursors, whereas in rapid thermal CVD the 
 substrate is heated. Catalytic CVD is based on 
the catalytic decomposition of precursors using 
a resistively heated filament. This technique is 
also known as hot-wire CVD or hot-filament 
CVD. In laser-assisted CVD, a laser heats a 
 localized spot and no other heating source is 
present [25].

In conventional thermally activated CVD, 
resistive heating of the hot-wall reactor provides 
sufficiently high temperatures for dissociation 
of the various gaseous species. This leads to the 
entire heating of the substrate to a high tempera-
ture before the desired reaction is achieved. It 
precludes the use of substrates having melting 
points much lower than the reaction tempera-
ture. Alternately, one could heat the reacting 
gases in the vicinity of the substrate by placing 
a hot filament of tungsten inside the chamber.

Plasma-enhanced CVD is known to exhibit a 
distinct advantage over thermally activated CVD 
owing to its lower deposition temperature. Vari-
ous types of energy resources––e.g., DC, RF, 
microwave, and electron-cyclotron-resonance 
microwave (ECR-MW)––are used for plasma 
generation in CVD. In a DC-activated process, the 
reacting gases are ionized and dissociated by an 
electrical discharge, thereby generating a plasma 
consisting of electrons and ions. Microwave 
plasma is an attractive option because the micro-
wave frequency (2.45 GHz) can oscillate electrons; 
thus, high ionization fractions are generated as 
electrons collide with gas atoms and molecules.

Laser-assisted CVD is associated with the 
deposition of chemical vapors using a laser beam 

generated from CO2, Nd:YAG, or excimer lasers. 
Laser-assisted CVD differs from conventional 
CVD in that the area of growth can be limited to 
that of where the laser beam passes. Neverthe-
less, laser-assisted CVD can be used for a large 
variety of target materials and substrates [25].

Although CVD is a complex chemical process, 
it has several advantages [24]. Highly dense, 
very pure, uniform thin films are produced with 
good reproducibility and adhesion at reasonably 
high deposition rates. Control of crystal struc-
ture, surface morphology, and orientation of the 
CVD products is easily possible by  controlling 
the CVD process parameters. The deposition 
rate can be adjusted readily. Low deposition 
rates are preferred for the growth of epitaxial 
thin films for microelectronic applications. How-
ever, for the deposition of thick protective coat-
ings, a high deposition rate is preferred, and it 
can be greater than tens of mm per hour. High 
deposition rates lower the production costs.

CVD also exhibits the flexibility of using a 
wide range of chemical reagents such as halides, 
hydrides, and organometallics that enable the 
deposition of a large spectrum of materials, 
including metals, carbides, nitrides, oxides, 
sulfides, III–V materials, and II–VI materials. 
Relatively low deposition temperatures are 
employed in CVD, and the desired materials can 
be deposited in situ at low energies through 
vapor phase reactions, followed by nucleation 
and growth on the substrate. This enables the 
deposition of refractory materials at a small frac-
tion of their melting points. For example, refrac-
tory materials such as SiC (melting point: 
2,700 °C) can be deposited at 1,000 °C. Finally, 
CVD can be used to uniformly and conformally 
coat substrates with complex surfaces.

Like any deposition technique, CVD has 
several drawbacks as well [24]. Foremost are the 
chemical and safety hazards caused by the use 
of toxic, corrosive, flammable, and/or explosive 
reagent gases. However, these drawbacks have 
been minimized using variants of CVD, such as 
electrostatic spray-assisted CVD and combus-
tion CVD, that use environmentally friendly 
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reagents. Furthermore, it is difficult to deposit 
multicomponent materials with well-controlled 
stoichiometry using multiple reagents because 
different reagents have different vaporization 
rates.

Finally, the use of sophisticated CVD 
 variants––such as low-pressure or ultrahigh-
vacuum CVD, plasma-assisted CVD, and photo-
assisted CVD––tends to increase the cost of 
fabrication. If production costs need to be 
reduced, however, simpler variants of CVD, 
such as aerosol-assisted CVD and flame-assisted 
CVD, may be employed.

Low-temperature CVD has been used for bio-
replication. Controlled vapor-phase  oxidation of 
silanes on the surface of biological struc tures 
produces exact, inorganic oxide replicas of 
several biological structures, including a wing  
of a butterfly, a wing of a housefly, and a leaf of 
Colocasia esculenta (a self-cleaning plant) [26]. 
Thus, CVD was used to replicate intricate and 
hierarchical structures on several length scales. 
Likewise, multifunctional zinc oxide interfaces 
were fabricated by the use of metal-organic 
CVD, with the compound eyes of  butterflies 
serving as biotemplates [27].

Moreover, a combination of the FIB 
technique [28] and CVD has been used to 
fabricate artificial structures inspired by the 
scales of the  Morpho wings [29]. The original 
and artificial scales show comparable optical 
characteristics, as discussed by Dushkina and 
Lakhtakia in Chapter 11. The overall reflectance 
spectrums of both structures for various 
incidence angles of light are quite similar and 
contain reflectance peaks at around 440-nm 
wavelength.

15.4 ATOMIC LAYER DEPOSITION

Atomic layer deposition (ALD) is a surface- 
controlled and self-limiting method for deposi-
ting thin films from gaseous precursors [30]. 
Although ALD can be considered a modifica-
tion of CVD, ALD’s distinctive feature is the 

self-limiting growth mechanism that imparts 
to it several attractive characteristics: accurate 
and easy control of film thickness, production 
of sharp interfaces, uniformity over large areas, 
excellent conformality with the substrate, good 
reproducibility, multilayer processing capabil-
ity, and desirable qualities in thin films made at 
relatively low temperatures [31]. For nanotech-
nologists, the two most important characteris-
tics of ALD are excellent conformality and the 
possibility of subnanometer-level control of film 
thickness.

ALD relies on alternate pulsing of the 
 precursor gases and vapors onto the substrate 
 surface––in a vacuum chamber––and subsequent 
chemisorption or surface reaction of the 
precursors. The vacuum chamber is purged with 
an inert gas between the precursor pulses. The 
ALD process is schematically depicted in  
Figure 16.1. With a proper adjustment of the 
experimental conditions, the process proceeds 
via saturative steps, i.e., the precursors exposed 
on the surface chemisorb on it (or react with the 
surface groups), saturatively forming a tightly 
bound monolayer on the surface. The subsequent 
purging step removes all the excess molecules 
from the vacuum chamber. When the next 
precursor is sent in to the chamber, it encounters 
only the surface monolayer with which it reacts, 
producing the desired solid product and  gaseous 
byproducts. Under such conditions, the growth 
of the thin film is self-limiting, since the amount 
of solid deposited during one cycle is dictated 
by the amount of precursor molecules present in 
the saturatively formed surface monolayer. 
Therefore, the growth is stable and the thickness 
increase is constant in each deposition cycle. The 
self-limiting growth mechanism facilitates the 
growth of conformal thin films with accurate 
thickness on large areas. This technique also 
allows the growth of multilayer structures. 
However, a major limitation of ALD is its very 
low deposition rate.

The distinctive sequencing feature in ALD 
makes it an attractive method for the precise 
growth of crystalline compound layers, complex 
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layered structures, superlattices, and layered 
alloys with precise interfaces [24]. ALD can  
be used to produce thin films with good confor-
mal coverage, and it has the ability to control 
film thickness accurately at the subnanometer 
level. Such distinctive advantages have made it 
a potentially valuable tool for nanotechnology.

The same advantages make it useful for 
bioreplication. Indeed, ALD has been used to 
fabricate alumina replicas of the corneal layer of 
the compound eyes of flies [32] and butterfly 
wings [33]. For example, ALD was used to pro-
duce a 100-nm-thick alumina coating on a fly 
eye, and then the biotemplate was removed by 
pyrolysis. The resulting replica captured the  
200-nm nipple-like features patterning the com-
pound eye [32]. ALD has also been used to  
replicate the spines of the sea mouse [34], to infil-
trate spider silk in order to toughen it [35], and 
to prepare photocatalytic replicas of the inner 
membranes of avian eggshells [36]. Chapter 16 
provides a detailed treatment of ALD for 
biomimicry.

15.5 MOLECULAR BEAM EPITAXY

Molecular beam epitaxy (MBE) is a technique 
used to produce ultrathin films as high-quality 
epitaxial layers with very sharp interfaces and 
good control of thickness, doping, and composi-
tion [37]. Deposition usually takes place under 
high or ultrahigh vacuum conditions (typically 
below 10−10 Torr). Because of the high degree of 
control possible with MBE and the possibility of 
growing compound semiconductors, it is a valu-
able tool in the development of sophisticated 
electronic and optoelectronic devices.

The MBE process can be considered a refined 
form of evaporation. Ultrapure target materials 
are placed in effusion cells (also called Knudsen 
cells) and heated to their sublimation points [8]. 
Molecular beams thereby produced are then 
directed toward a single-crystal substrate, in the 
vicinity of which they may react chemically with 
each other or other gaseous species introduced 
into the vacuum chamber and then condense as 
a layer on the substrate. Figure 15.9 shows the 

FIGURE 15.9 Schematic of a typical system for molecular beam epitaxy (MBE). Solid target materials are heated in effusion 
cells to produce molecular beams. The substrate is heated to the necessary temperature and, when needed, continuously rotated 
to improve the growth homogeneity. A reflection high-energy-electron diffraction (RHEED) gun is used for in situ monitoring.
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schematic of a typical MBE apparatus. Each fab-
ricated layer has a definite  crystallographic rela-
tionship with the substrate. The substrate is 
usually heated and often rotated continuously 
to improve uniformity of deposition.

The molecular beams are typically obtained 
from thermally evaporated elemental target 
materials. However, metal–organic group-III 
compounds, gaseous group-V hydrides, organic 
compounds, or some combination may also be 
used as target materials. To obtain high-purity 
epitaxial layers, it is critical that the target materials 
be extremely pure and that the entire process be 
carried out in an ultrahigh-vacuum environment. 
Growth rates are typically on the order of a few 
Å s–1 and the molecular beams can be shuttered in 
a fraction of a second, enabling precise control of 
the composition, doping, microstructure, and 
thickness of the growing layer at the molecular 
level. Given the ultrahigh-vacuum environment 
of the system, analytical techniques such as 
reflection high-energy-electron diffraction 
(RHEED) and mass spectrometry are often used 
for in situ monitoring of the growing thin film.

15.6 CONCLUDING REMARKS

In many cases, a specific functionality of a bio-
logical specimen emerges from its particular 
structure at the nano-, micro-, and/or mac-
roscale. This diversity of length scales makes it 
crucial to identify the most adequate bioreplica-
tion technique, depending on the characteristics 
of the chosen biotemplate. Vapor-deposition 
techniques are attractive for both biomimetics 
and bioreplication.
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16
Atomic Layer Deposition  

for Biomimicry

Prospectus
With the development of new synthetic procedures 
and technological processes, the interest in biomim-
icry has gathered rejuvenation in the past decades. 
One particularly interesting research method is the 
atomic layer deposition (ALD), which was estab-
lished in various fields of technology as a vacuum-
based chemical-processing technique and enabler 
for the deposition of extremely thin functional 
coatings. The benefits of this technology over simi-
lar techniques make it increasingly attractive for 
applications in biomimicry. In this chapter, short 
descriptions of the technology and its benefits and 
drawbacks are given. Subsequently, we summarize 
development in various research topics involving 
ALD and biomimicry.

Keywords
Anatase, Atomic layer deposition, Biocompatibility, 
Bioinorganic hybrid materials, Biomineralization, 
Biotemplate, Catalysis, Cellulose, Collagen, DNA, 
Dye-sensitized solar cell, Electrodes, Enzyme mimet-
ics, Ferritin, Hydrophobicity, Nanostructure, Plasma-
assisted ALD, S layer, Spider silk.

16.1 ATOMIC LAYER DEPOSITION: 
HISTORY AND TECHNOLOGY

In the 1960s, Kol’tsov from the Leningrad Tech-
nological Institute published a method for thin-
film coating, showing the principle of the process 
that is now called atomic layer deposition (ALD) 
[1]. The method, at that time termed molecular 
layering, described an alternating exposure of a 
substrate to two reactive species in the vapor 
phase. The work was published in Russian and 
was therefore not recognized for a long time 
by the scientific community outside the Soviet 
Union.

In the 1970s, Suntola and Antson developed a 
similar methodology as an enabling technology 
to controllably produce thin-film electrolumines-
cent displays (TFELs) [2], which were adopted 
quite soon thereafter. For example, the airport in 
Helsinki, Finland, installed an electrolumines-
cent screen based on the thin-film coating pro-
cess and kept it operational from 1983 through 
1998. During this period, the term atomic layer 
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epitaxy (ALE) was used. The fact that most of the 
films deposited with this method do not grow 
epitaxially led to a change in the terminology 
from ALE to ALD, which is now in common use 
(see Table 16.1).

16.1.1 ALD Technology

The ALD process can, to a certain extent, be com-
pared with chemical vapor deposition (CVD) [3]. 
In both processes, the deposition of an inorganic 
film occurs when two reactive chemical species 
(precursors) encounter each other and form a 
more stable compound through an exothermic 
reaction. Usually, the process takes place in a 

vacuum chamber wherein the substrate to be 
coated is exposed to the two reactive precursors. 
Once those react, a film starts to grow. There 
are, however, some very significant differences 
between ALD and CVD, which are as follows.

The two precursors for CVD are usually 
injected into the vacuum chamber simultane-
ously. One has certainly to consider various fac-
tors such as the process temperature, the vapor 
pressures of the precursors, and the doses of the 
precursors. Properly adjusted, the CVD process 
will result in a formation of a film with thickness 
as a function of processing time. Since both pre-
cursors are usually highly reactive with each 
other and present in the chamber at the same 
time, the lifetimes of the reacting species are lim-
ited and thus the CVD process is quite rapid. The 
precision of the coating dimension has some 
limitations, however. These limitations include 
the step coverage of coatings on trenched struc-
tures with high aspect ratios: The bottom of pores 
or grooves in the substrate may not be coated 
with the same thickness as the upper surface of 
the substrate. Another aspect of the simultaneous 
injection of the precursors is the formation of 
particles in the vapor phase of the reactor and 
their precipitation on the substrate, which often 
leads to nonconformal coatings, pinholes, rough-
ness of the coating’s surface, and so on.

The principle of ALD is based on similar 
chemistry to that of CVD, but technologically 
the process shows one significant difference, 
which eventually results in better control [4–7]. 
The process is chemically split into two half-
reactions (Figure 16.1). In the first stage, only 
one precursor is introduced to the substrate 
and a saturative chemisorption mechanism is 
used, allowing the precursor to form a layer of 
chemisorbed but still reactive species on the 
surface of the substrate. In other words, the 
reactive precursor attaches to every accessible 
surface site, provided that chemical anchor 
groups are present, in this way ensuring that 
the forthcoming step will not lead to a line-of-
sight deposition. After the precursor has been 

TABLE 16.1  List of abbreviations used in this chapter.
AAO anodic aluminum oxide

ALD atomic layer deposition

ALE atomic layer epitaxy

CNT carbon nanotube

CVD chemical vapor deposition

DEZ diethylzinc

DNA deoxyribonucleic acid

DSSC dye-sensitized solar cell

EDX energy-dispersive X-ray spectroscopy

HA hydroxyapatite

hADSC human adipose-derived adult stem cells

MLD molecular layer deposition

MMO mixed metal-oxide framework

MPI multiple pulsed vapor phase infiltration

NMR nuclear magnetic resonance

ODTS octadecyltrichlorosilane

SOD superoxide dismutase

TEM transmission electron microscopy

TFEL thin-film electroluminescent display

TMA trimethylaluminum

TMV tobacco mosaic virus

XRD X-ray diffraction
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chemisorbed, the excess is removed by inert 
gas purging.

The second precursor is  subsequently 
injected to react with the chemisorbed first pre-
cursor, resulting in the formation of up to one 
monolayer of the coating. Another inert gas 
purge removes the reaction byproducts and the 
excess of the second  precursor.

Repeating this procedure results in film growth 
with Ångstrøm-scale precision, the increment 
being controlled with the number of cycles. In 
addition, since the lifetimes of the reacting species 
in the reactor are increased because the precur-
sors are present in well-separated time slots, the 
ratio of the deposited film thickness at the bottom 
and at the top of a pore or groove is extremely 
high, even for structures with deep pores, 
trenches, or even spongy morphologies, such as 
aerogels or something similar (Figure 16.2) [8].

16.1.2  Thermal Processing Window of 
the ALD Process

It is crucial for a well-operating ALD process 
that the two precursors are never present in 
the chamber at the same time. This will avoid 
parasitic CVD and enable conformal and repro-
ducible growth of the film. Maintaining the 
self-saturating adsorption of the first precursor 
is another key issue for a well-performing ALD 
process. Each ALD reaction shows an ALD win-
dow, which describes a temperature range in 
which the growth is self-limiting (Figure 16.3) 
[9]. Within this temperature window, the first 
precursor will adsorb on the surface and remain 
there until the second precursor reacts with it. 

Operating at temperatures below the ALD 
window might have either of two effects: (1) 
diminished adsorption of the first precursor due 
to low reactivity with the substrate, resulting in 
a lower growth per cycle, or (2) condensation of 
the first precursor due to low temperature and 
thus enhanced growth per cycle. Exceeding the 
ALD window at higher temperatures will in a 
similar way lead to non-self-limiting growth due 
to either (3) thermal decomposition of the first 
precursor and thus CVD-like growth, or (4) 
thermal desorption of the first precursor from the 

FIGURE 16.1 Schematic of an ALD process. One ALD 
cycle consists of four separate steps. In step 1, the substrate 
is exposed to the molecules of the first precursor, which 
adsorb ideally as a monolayer on the surface. In step 2, the 
excess molecules are removed from the gas by inert gas 
purging. In step 3, the substrate is exposed to the second 
precursor, which reacts with the adsorbed first precursor to 
form a layer of the desired material. In step 4, the excess 
second precursor and the reaction byproducts are removed 
from the gas phase by purging. This cycle is repeated (arrow) 
until the desired thickness of the coating is obtained. 
Reprinted from Ref. 6. Copyright © 2009, with permission 
from Elsevier.

FIGURE 16.2 Cross-sectional SEM image of an Al2O3 
ALD film with a thickness of 300 nm on a Si wafer with a 
periodic trench structure, showing perfect step coverage. 
Reprinted from Ref. 122. Copyright © 1999, with permission 
from John Wiley and Sons.
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substrate due to the enhanced thermal budget. 
Therefore, the ALD process is self-limiting and 
reproducible only in a certain temperature range 
for a particular pair of precursors. However, 
within this range the growth is reproducible, and 
the self-limiting nature is based on the interface 
chemistry only.

16.1.3 Chemistry of ALD Processes

The chemistry involved in ALD is in most 
cases based on simple chemical reactions such 
as hydrolysis. In a few cases, the reactions are 
redox reactions or condensation reactions. Tech-
nologically, most of the ALD processes can be 
described as either thermal ALD, which is the 
most common case as described thus far, or 
the plasma-enhanced or plasma-assisted ALD, 
where the second precursor is pushed toward 
higher reactivity by generating a plasma [5].

For thermal ALD of an Al2O3 coating [9], a 
common first precursor is trimethylaluminum 
(TMA), which is a highly volatile and pyrophoric 
compound, and the second precursor is water. 
The pair of precursors reacts to produce Al2O3 
and the growth can be easily controlled in a tem-
perature window between 100 °C and 300 °C. 
Each cycle adds approximately 1 Å of Al2O3 on 
top of the substrate.

Al2O3, however, can also be grown with 
plasma-assisted ALD. Here, the second precursor 
is not water but oxygen plasma, produced in situ 
and which, due to the oxygen radicals produced, 
shows enhanced reactivity toward TMA and 
allows a lower processing temperature. The 
quality of the coating may also be improved, 
since the radical species tend to react more 
vigorously with the ligands of the precursor or 
the reaction byproducts and remove those from 
the film. The plasma-assisted ALD, however, 
requires more complex instrumentation and is 
often not as easy to handle as thermal ALD. In 
addition, the reacting species may sometimes 
have a deleterious impact on the substrates, 
particularly when those are polymeric. Also, due 
to the shorter lifetime of the radical species, 
coatings of deep pores and trenches may not be 
as conformal as the corresponding thermal ALD 
processes, since the radicals may quickly 
recombine even before reaching the bottom of 
such pores and trenches. Nevertheless, the 
plasma-assisted ALD processes show good 
promise for coatings at lower temperatures, 
especially if metal coatings are required or the 
chemical purity of the coating is of importance for 
the anticipated application [10].

From the chemical point of view, two general 
cases may be differentiated. In the more com-
mon case, ALD will result in the growth of inor-
ganic materials, such as metal oxides, nitrides, 
sulfides, or even metals [9]. This is simply 
dependent on the selection of the precursors and 
the thermal budget. In the currently less com-
mon case, organic molecules are used as precur-
sors. The move to reactive organic molecules 
allows the layer-by-layer growth of polymers. 

To differentiate these two growth processes, 
the organic ALD is called molecular layer deposi-
tion (MLD). The first examples of MLD showed 
the deposition of polyamides by alternating 
injection of organic acid chlorides and amines 
[11]. The homo-bifunctionality of the molecules 
used ensured that the growth was self-limiting. 
More recently, the MLD was combined with 

FIGURE 16.3 Schematic of the relation of the ALD 
growth per cycle versus temperature. The scheme shows the 
ALD window with possible scenarios for exceeding the tem-
perature limits at the lower and upper ends. Reprinted from 
Ref. 5. Copyright © 2010, with permission from the American 
Chemical Society.



 16.1 ATOMIC LAYER DEPOSITION: HISTORY AND TECHNOLOGY 403

ALD to grow inorganic–organic hybrid materi-
als, which might have serious impact on the 
future development of materials—for example, 
for flexible electronics [5].

16.1.4  Limiting Factors of the ALD 
Process

In spite of the foregoing benefits of ALD/MLD 
over competing methodologies, some aspects 
of the process are considered less beneficial and 
may limit the use of ALD/MLD in combination 
with sensitive substrates or in mass production. 
Those circumstances need to be critically assessed 
in advance of the application of ALD/MLD.

16.1.4.1 Vacuum
Usually, the process takes place in a vacuum 
chamber, and this fact makes the process 
unwieldy or expensive for many applications. 
The purpose of the vacuum operation is pri-
marily the elimination of excess precursors or 
byproducts to diminish parasitic CVD. The vac-
uum poses difficulties for many industrial appli-
cations and therefore already some prototypes 
exist that do not require vacuum chambers. The 
inert conditions are produced locally without 
the need to insert the substrate into a vacuum 
environment [12].

16.1.4.2 Temperature
The majority of the ALD processes take place at 
temperatures exceeding 100 °C. For most poly-
mers and biomaterials, this is too high a tem-
perature. However, the processing temperature 
strongly depends on the precursor pair and their 
volatility, reactivity, and thermal stability. Gen-
erally, ALD/MLD precursors need to be very 
volatile at the desired processing temperature, 
or lower, but they must not decompose at the 
processing temperature, since otherwise the 
deposition will be affected with parasitic CVD. 
They should also be highly reactive with the 
substrate and with each other at the processing 
temperature.

Often the first precursors are metal organics. 
A good example is TMA, which reacts with water 
in ambient conditions. The drawback of this par-
ticular process for operation at ambient tempera-
tures is not related to the TMA but rather to the 
second precursor: water. The excess water during 
each cycle condenses on the substrate and leads 
to the simultaneous presence of both precursors 
in the next cycle. Extended purging times over-
come this problem, but they increase the process 
duration and are therefore uneconomical.

The reactivity of some precursors at low tem-
peratures is not satisfactory. Chemists are very 
actively and continuously synthesizing novel 
compounds with the goal of pushing down the 
processing temperatures for many materials. As a 
result, a growing number of materials are being 
processed significantly below 100 °C. Table 16.2 
summarizes the currently available processes that 
can be performed at temperatures of 100 °C or less.

16.1.4.3 Process Duration

ALD/MLD is considered a slow process. One 
cycle will lead to a coating thickness in the Å 
range and the cycle itself, depending on the 
temperature, the nature of the precursor, and the 
throughput of the pump, might not be quicker 
than one second. CVD outperforms ALD/MLD 
by a huge margin, in this respect.

However, ALD is not a line-of-sight deposi-
tion method (as described earlier), which ena-
bles an upscaling of the process in an efficient 
manner. Substrates can easily be stacked inside 
a processing chamber and the chamber can be 
constructed to have a large volume. This in turn 
can easily speed up the coating process on a 
mass scale and in this way outperform nearly 
any competing coating technology.

For example, one step during the computer 
processor manufacturing by Intel® relies on 
ALD; thus an industrial-scale application is 
shown to be feasible. Roll-to-roll processing of 
flexible substrates is another example of an 
industrial-scale application of ALD and the 
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corresponding machinery is being indepen-
dently developed by several vendors.

16.1.4.4 Cost of the Precursors
The remaining drawbacks relate to the costs of 
the precursors, which depend on the target mate-
rial and often are very high. The unavoidable 
waste of the precursors even enhances the cost 
factor: The precursors are injected in an excess 
dose to saturate the substrate surface. The excess 
is usually purged and lost. Optimized processing 
parameters can reduce the waste to a great extent, 
but there are no efficient commercial solutions 

available that allow a complete recovery of the 
excess precursors used. Both cost and waste are 
serious issues for many industrial applications.

16.2 APPLICATION OF ALD TO 
BIOMATERIALS

As described in Section 16.1, ALD is a technology 
formulated to produce devices such as displays. 
With that origin, it is axiomatic that the research 
and development on and with ALD mainly affect 
technological fields. The use of substrates with 

TABLE 16.2  Low-temperature (RT−100 °C) ALD processes.

Material Precursor 1 Precursor 2 Temperature References

Al2O3 TMA H2O 33 °C 13

Al2O3 TMA O3 RT 14

Al2O3 TMA O2-plasma RT 15

B2O3 BBr3 H2O RT 16

CdS Cd(CH3)2 H2S RT 17

HfO2 Hf[N(Me2)]4 H2O 90 °C 18

Pd Pd(hfac)2 H2 80 °C 19

Pd Pd(hfac)2 H2-plasma 80 °C 20

Pt MeCpPtMe3 O2-plasma + H2 100 °C 21

PtO2 MeCpPtMe3 O2-plasma 100 °C 21

SiO2 Si(NCO)4 H2O RT 22

SiO2 SiCl4 H2O RTa 23

SnO2 TDMASn H2O2 50 °C 24

Ta2O5 TaCl5, H2O 80 °C 25

Ta2O5 Ta[N(CH3)2]5 O2-plasma 100 °C 26

Ta TaCl5 H-plasma RT 27

Ti TiCl4 H-plasma RT 28

TiO2 Ti[OCH(CH3)]4 H2O 35 °C 29

TiO2 TiCl4 H2O 100 °C 30

V2O5 VO(OC3H9)3 O2 90 °C 31

ZnO Zn(CH2CH3)2 H2O 60 °C 32

ZnO Zn(CH2CH3)2 H2O2 RT 33

ZrO2 Zr(N(CH3)2)4)2 H2O 80 °C 34
aWth pyridine as catalyst.
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limited thermal stability, primarily polymers and 
biomaterials, was not considered to be possible 
until the processing temperatures of some ALD 
processes were pushed down to ranges that can 
be tolerated by such sensitive substrates. 

The initiating work for this novel application 
field of ALD was the publication from the group 
of George [13], describing the coating of a poly-
mer bottle with Al2O3 at temperatures as low as 
33 °C. From the thermal point of view, the pro-
cess showed great promise for application to 
biological substrates and biomaterials. Of course, 
several other factors play a role, such as the 
required vacuum, which could easily lead to 
destruction of a biological substrate by dehydra-
tion, but also the unknown reactivity of the pre-
cursor with the biomaterial, which in the worst 
case would be destructive to proteins.

The first experiments applying ALD to bioma-
terials were based on trial-and-error approaches 
but performed surprisingly well. The remainder 
of this section summarizes the work of the past 
years, in which ALD was applied to structural 
and/or functional biomimicry, biocompatibility, 
and biomineralization.

16.2.1 Structural Mimicry

The use of ALD for mimicking the structural prop-
erties of biological substrates is the most common 
route during the past several years. A very com-
mon case of a biological nanostructure is DNA, 
which resembles a one-dimensional fiber. DNA is 
considered a promising template for the synthe-
sis of metallic nanowires [35], but technological 
applications with DNA-based nanowires are still 
lacking. Due to the great stability of DNA, a coat-
ing of the molecule by ALD appeared feasible. 
DNA has been used as a template for metal-oxide 
deposition, either for curiosity [36] or as means of 
functionalization of a substrate [18].

The latter approach may be used to produce 
a carbon nanotube (CNT)–based transistor. The 
function of the DNA in this case is not related to 

its intrinsic physical properties but merely to the 
chemical functionality the molecule offers. The 
CNT itself cannot be easily coated by ALD, since 
it lacks functional anchor groups for chemisorp-
tion of the precursor. If deposited, the films usu-
ally do not adhere very well to the CNTs and 
show enhanced surface roughness due to the 
initial island growth on defect sites [37]. To ena-
ble a coating of the CNT, Lu et al. wrapped the 
CNT with DNA and the adhesion was provided 
via stacking of π-electrons [18]. The chemical 
functionalities of the DNA subsequently acted 
as anchor groups for the ALD process. Those 
groups enabled a uniform coating of the CNT 
with the high dielectric–constant material HfO2, 
which, without the wrapped DNA molecules, is 
not easily possible (Figure 16.4). However, 
approaches using DNA as a template for ALD 
coating do not truly relate to structural mimicry, 
because the resulting material does not reflect 
the original DNA structure.

Some peptides in certain experimental condi-
tions form nanostructure networks through 
 self-assembly. With diphenylalanine, even  
millimeter-long fibers can be obtained by elec-
trospinning [38]. Organogel formation will 
result in ribbons with lengths of hundreds of 
micro meters, widths of some hundreds of 
nanometers, and thicknesses of some tens of 
nanometers. Removal of the solvent (e.g., chlo-
roform) will yield xerogels.

Kim and coworkers made use of such ribbons, 
which they obtained after gelation of diphenyla-
lanine, as templates for a coating with TiO2 [39–
41]. The TiO2 coating was deposited at 140 °C 
and the ribbons were subsequently calcinated at 
temperatures exceeding 300 °C. Thermal degra-
dation of the peptides and recry stallization of the 
resulting hollow TiO2 coat as anatase occurred in 
a way similar to that shown earlier with electro-
spun polymer fibers as templates [42]. The choice 
of TiO2 for this approach was based on two 
important aspects: (1) TiO2 is one of those  
materials that can be easily handled by ALD and 
also deposited at low temperatures, and (2) 
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depending on the crystalline phase, TiO2 exhibits 
numerous interesting physical and chemical 
properties.

Kim’s group  investigated the wetting proper-
ties [39], electrochemical properties [40], and 
application  potential for dye-sensitized solar 
cells [41] of the replicated TiO2 ribbons in a series 
of works. The wetting behavior of the anatase 
phase TiO2 was switched with ultraviolet light. 
Though the switchable wetting effect was known 
[43], the novelty of this approach was primarily 
the very interesting replica of the structure with 
a large surface area.

The follow-up papers from the same group 
showed some more interesting aspects of the pro-
duced structures from the technological point of 
view. The replicated nanoribbons were  proposed 
as potential electrodes for Li-ion batteries [40].  

The highly porous structure with only 15-nm–
thick TiO2 layers permits efficient diffusion of an 
electrolyte and thus the Li+ ions into the TiO2 
matrix. Compared to TiO2 nanopowders, the 
nanoribbons show great enhancement of the spe-
cific capacity, reaching a fivefold increase.

The last proposed application by the same 
authors with the same structures relates to 
 dye-sensitized solar cells (DSSCs) [41]. In the 
simplest case, a DSSC consists of crystalline TiO2, 
an organic dye, and an electrolyte sandwiched 
between two electrodes [44]. The nanoribbons 
were used as the anode, and cis-bis(isothiocyanato)
bis(2,2’-bipyridi-4,4’-dicarboxylato)ruthenium 
(II) bis-tetrabutyl-ammonium (Ru535-bisTBA) as 
the dye. Depending on the calcination tempera-
ture, structures consisting of pure anatase or 
mixed anatase-rutile phases were obtained. 

FIGURE 16.4 ALD of HfO2 coatings on single-walled carbon nanotubes (SWNTs) (a) with and (b) without DNA func-
tionalization. (Top panel) AFM images of ≈5-nm–thick HfO2 coatings on SWNTs suspended on SiO2. (Middle panel) Cross-
sectional schematics of the coating profiles. (Bottom panel) TEM images of nominally 5-nm–thick ALD–HfO2 coating on 
suspended SWNTs. Reprinted from Ref. 18. Copyright © 2006, with permission from the American Chemical Society.
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Again, the ribbon structures performed better 
than TiO2 powders. The best power conversion 
efficiency was obtained with the mixed phase 
and amounted to 3.8%. In comparison, the pow-
der-based approach showed an efficiency of 
3.6%. The large overall surface of the ribbons, 
together with a large crystallite size, the reduced 
grain boundaries, and densely packed crystal-
lites, are assumed to be the sources of the 
improvement.

ALD was also implemented on collagen-fiber 
networks. Although it is not very pure, such a 
collagen-fiber network can easily be obtained 
after peeling an avian egg. The soft tissue 
located between the exterior calcite shell and 
the egg white protects the embryo from bacte-
rial invasion while allowing for effective gas 
exchange. The main constituent of this mem-
brane is collagen. Such a membrane was coated 
by ALD with TiO2 or ZnO at temperatures rang-
ing from 70 °C to 300 °C. The main objective was 
to figure out whether or not the ALD process 
will affect the structural morphology [45]. The 
higher deposition temperatures lead to 
 denaturation, but it was found that the initial 
deposition of a protective layer at lower 
 temperatures results in stabilization of the 
structure for subsequent deposition at higher 
temperatures.

Investigations of the crystallinity of the ZnO 
coating confirmed that crystalline features of a 
wurtzite type occur at a processing temperature 
as low as 70 °C. This is an important observa-
tion because, although polycrystalline or even 
nanocrystalline, the ZnO coating may readily 
exhibit photocatalytic effects. In contrast, TiO2 
coatings only show reasonable indications of 
anatase at processing temperatures above 
160 °C.

The photocatalytic efficiency of the coating 
was deduced from the bactericidal effect the 
membrane exhibits upon illumination with ultra-
violet light. The membranes were built into cells 
containing E. coli bacteria. Samples of the bacte-
ria-containing solution were taken at diverse 

instants of time and cultured to count the popula-
tions. As expected from the crystallinity data, the 
membranes coated with ZnO at 100 °C already 
have a good photocatalytic efficiency, whereas 
TiO2-coated membranes required processing 
temperatures exceeding 160 °C for a similar effect. 
Thus, ZnO is apparently a reasonable alternative 
for TiO2, particularly if the substrate is thermally 
sensitive.

The mechanical properties of the ALD-treated 
collagen-based membranes changed. Tensile tests 
showed a simultaneous increase in strength and 
ductility of the membranes, thus increasing the 
toughness threefold [46]. Such a behavior is 
remarkable and unusual in physics, as discussed 
in Section 16.3.2.

A further class of fibers used as substrates 
for ALD processing consists of cellulose fibers. 
Initial work on cellulose fibers derived from 
paper was performed by coating with TiO2 or 
bilayers of Ir/Al2O3 or Ir/TiO2, respectively 
[47, 48]. Cellulose shows much higher resist-
ance to thermal treatment than most protein-
based materials, thereby enabling higher 
processing temperatures. The metal oxides 
were deposited at 150 °C or 250 °C and iridium 
at 250 °C, below the decomposition tempera-
ture of the cellulose. The TiO2 coatings con-
sisted of crystalline anatase and were 
photocatalytically active. Additional Ir coating 
even improved the photocatalytic activity.

A protective effect, induced by the metal-
oxide coating, was observed. The byproduct 
during the Ir deposition process is atomic 
 oxygen, which is expected to decompose the cel-
lulose. But the metal oxide prevents the decom-
position, possibly due to the chemical reactivity 
of the metal oxide with the atomic oxygen.

The group of Persons performed a more 
directed approach toward functionalization of 
cellulose-based fibers. Their target was cotton 
fibers, which, after coating with thin inorganic 
films by ALD should result in fabrics with 
enhanced wear resistance. They initially depos-
ited a 50-nm-thick coating of Al2O3 at 100 °C [49]. 
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Subsequent work focused on the wetting behav-
ior of the fabrics as a function of the thickness 
of the ALD coating [50]. An interesting observa-
tion was that a single ALD cycle of TMA/water 
abruptly switched the wetting behavior of cot-
ton from wetting to nonwetting. Processing with 
further cycles caused a reverse switch.

The effect can be explained as follows: Native 
cotton fibers contain nanoscale fibrils on the sur-
face. Because of the initial nucleation of the inor-
ganic film upon processing, the first ALD cycles 
might increase the surface roughening. Further 
cycling will merge nucleation clusters and even-
tually result in a continuous film, which will 
become smoother with an increasing cycle num-
ber. The initial surface roughening might be the 
reason for the rather hydrophobic surface, and 
the smoothing during the continuation of the 
process might be the reason for the surface 
becoming hydrophilic again.

The S layer is a two-dimensional biological 
template frequently used in nanoscience or 
materials science [51]. It is a molecular sheet 
with regularly arranged pores that self- 
assembles from proteins of cell envelopes of 
certain bacteria, if assembly conditions are 
properly chosen. As in many other approaches 
besides ALD, the goal here was also to use the 
S layer as a mask for the synthesis of nanodots. 
The difficulty, however, is that ALD is a non-
line-of-sight deposition method but relies on 
the surface functionality of the substrate. More-
over, the S layer consists of proteins with a 
plethora of functional groups, and thus it was 
expected that the coating would not be selec-
tive to the pores. To avoid deposition on the 
protein sheet, the functional sites were passi-
vated with octadecyltrichlorosilane (ODTS) 
and the subsequent deposition of HfO2 occurred 
exclusively on the underlying Si wafer through 
the tiny pores [52]. After the process, the S layer 
was removed by thermal treatment at 600 °C in 
air. The resulting nanodots on the Si wafer sur-
face had diameters of about 9 nm and a very 
regular distribution.

Many biological materials are nanostructures 
with precise sizes, structures, and content. Fer-
ritin is among biological nanoparticles of great 
interest to materials scientists. Ferritin is a glob-
ular protein assembled of 24 subunits, with a 
diameter of 12 nm, and it contains a cavity with 
a diameter of approximately 7 nm. In nature, 
ferritin acts as a storage container and transport 
vehicle for iron, which is stored within the fer-
ritin cavity as ferrihydrite. The iron-containing 
core can be removed from the protein capsule 
through small, 3–4 Å channels, which are located 
at the boundaries of the protein subunits. The 
hollow ferritin remaining is named apoferritin.

ALD deposition of Al2O3 or TiO2 on spread 
layers of ferritin resulted in freestanding metal-
oxide films with embedded ferritin [29, 36]. Given 
the fact that numerous materials were wet-
chemically synthesized within the apoferritin 
cavity, ALD promises a good approach to thin 
films with embedded luminescent, magnetic, or 
plasmonic nanoparticles. The importance of this 
work lies in the fact that the ferritin proteins 
appear to be robust enough to withstand the 
process conditions, which are considered rather 
harsh for biomaterials. A follow-up work showed 
that indeed apoferritin is not destroyed during 
the process [53].

The channels perforating the protein shell 
deposit TiO2 within the hollow cavity. Control of 
the deposition toward either the outer surface of 
the apoferritin or the inside of the cavity was 
made possible by varying the pretreatment con-
ditions of the apoferritin (Figure 16.5). The 
amount of water bound to the surface of the 
above-mentioned 3–4 Å channels was of crucial 
importance for the precursors to enter the cavity. 
If present, the water hydrolyzes the precursor 
already at the entrance of the channel, and fur-
ther diffusion of precursor molecules is hin-
dered due to clogging.  Dehydrating the channels 
leads to an increased lifetime of the precursors 
and enhanced possibility to enter the cavity.

The described clogging can easily happen 
if the channel diameters are sufficiently tiny. 
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Fewer difficulties appear if the channels are of 
larger diameter, as is the case with the tobacco 
mosaic virus (TMV). This plant virus was actu-
ally the first protein-based structure to which  
an ALD process was applied [29]. The structure 
of TMV is tubular with a length of 300 nm  
and an outer diameter of 18 nm. Building blocks  
consist of approximately 2,130 identical protein 
subunits, which are helically stacked and form a 
hollow channel with a diameter around 4 nm 
along the axis of the virus. The TMV is the first 
known virus [54] and the initiator of the whole 
research field of modern virology. This particular 
virus tolerates temperatures up to 80 °C, is not 
harmful to mammals, and is easy to handle in 
laboratories. For those reasons, even nonbiol-
ogists developed great interest in this virus, 

either for the development of electron micros-
copy in 1939 [55] or for nanostructure fabrication 
[56–62], or more recently for various technolo 
gical applications [63–65].

The scientific question for treating TMV with 
an ALD process was whether or not the virus 
would resist the reactive precursor treatment at 
elevated temperatures in a vacuum. To minimize 
the impact, ALD processes were chosen that do 
not require high temperatures—that is, deposi-
tion of Al2O3 and TiO2 at 35 °C [29, 36]. The mor-
phological features of the TMV were preserved 
after the process, which could be deduced 
because the outer diameter of the TMV remained 
18 nm. Having been suspended on a substrate, 
the coating affected the surfaces of the viruses as 
well as the substrates they were suspended on, 

FIGURE 16.5 (a) Schematic depiction of two different TiO2 nanostructures obtained by the ALD process. Typical bright-
field TEM images of (b) hollow-shell and (c) core-shell nanoparticles templated by apoferritin. Reprinted from Ref. 53.  
Copyright © 2009, with permission from the American Chemical Society.
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thus resulting in a continuous film of the metal 
oxides with embedded TMV, in analogy to the 
films produced with ferritin.

The important observation after treating the 
TMV was that the coating also occurred within 
the hollow central channel of the virus. Trans-
mission electron microscopy (TEM) observa-
tions clearly showed an enhanced contrast in the 
channel, which was not only proof of the pres-
ence of the metals but also that the structure of 
the virus did not collapse.

The TMV is prone to break into smaller subu-
nits if mechanically treated. Such subunits were 
also observed in the TEM after the ALD process. 
Small subunits, dependent on their aspect ratio, 
tend to lay upright, which confirmed that the 
central channel of 4 nm in diameter was coated, 
leaving behind a much narrower channel in the 

center (Figure 16.6). This can be explained as fol-
lows: The precursors used for the ALD process 
can access any available surface. In the case of the 
TMV, the channel of 4 nm in diameter is acces-
sible to the precursors that attach and form the 
metal oxide during the process. Once the deposit 
in the central channel starts growing, the channel 
opening shrinks. When it becomes too narrow for 
the precursors to enter, the deposit will close the 
opening and encapsulate the channel. The size of 
the remaining channel should be a function of the 
size of the molecular precursors.

The use of TMV as a template for ALD pro-
cessing enables additional functionalization. 
This can be done by combining ALD with 
approaches based on wet-chemical methods, 
such as redox reactions or electroless deposition 
[57–62]. Also, adsorption of TMV on various 

FIGURE 16.6 (a) TEM (200 kV) image of TMV treated with TiO2 by ALD. A disk from a broken TMV (circular particle) 
embedded in an amorphous TiO2 film presents an axial view. The TiO2 covering the interior channel appears hollow with a 
channel diameter of 1–1.5 nm and a wall thickness of 1 nm. The covered inner channel of the virus appears brighter along 
the axis, indicating a hollow TiO2 nanotube. (b) Magnification of a further TiO2-covered disk showing a hollow area inside 
the TiO2-coated interior channel of the virus. (c) Optically enhanced (b). The bright circle represents the viral protein sheath. 
Darker circles show the TiO2 coating of the viral surface (outer surface and channel surface). The surrounding gray area is 
the embedding amorphous TiO2 film. (d) Sketch of a cross-section of a TiO2-covered TMV. In the top part of the virus, no 
channel is visible in the center; this part represents the assumed clogged area of the inner viral channel. (e) Magnification 
of a further TiO2-covered disk showing a clogged interior channel of the virus. (f) Optically enhanced (e). Reprinted from 
Ref. 29. Copyright © 2006, with permission from the American Chemical Society.
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substrates can be achieved, even in a patterned 
way [66, 67]. Gerasopoulos et al. combined those 
strategies to produce TMV patterns, which were 
metallized and subsequently coated by ALD 
[68]. The metallization enhanced the stability of 
the viruses for the subsequent deposition of TiO2 
or Al2O3 so that the processing temperature 
could be increased to 220 °C for Al2O3 and 150 °C 
for TiO2. The resulting patterns are attractive for 
applications in catalysis, dye-sensitized solar 
cells (DSSC), etc.

We stated earlier that the ALD deposition is 
not directed (non-line-of-sight) but that all avail-
able surfaces are coated because of the chemical 
saturation mechanism. Nevertheless, there are 
limitations for the uniformity of coatings, which 
are mainly related to the diffusivity of the pre-
cursor molecules. Long, narrow channels require 
a seriously longer diffusion time for the precur-
sor to traverse. The diffusion time increases as 
the diameter of the channels decreases with each 
ALD cycle. As excess precursor is applied to the 
substrate and the diffusion of the excess precur-
sor out of the channels needs to be considered, 
the purging time is affected as well; it can easily 
increase the whole processing time by several 
orders of magnitude.

A very recent approach to apply ALD to bio-
materials with extreme aspect ratios made use 
of bristles of a sea mouse, a species in the genus 
Polychaeta [69]. The bristles exhibit even, centim-
eter-long, parallel, hollow channels with diam-
eters of around 200 nm. The structures served as 
templates for Al2O3 deposition with the goal to 
synthesize high-aspect-ratio nanotubes. The 
wall thickness of the resulting nanotubes was 
around 20 nm, but the total length of the nano-
tubes could not be determined, since it was dif-
ficult to completely release the nanotubes from 
the template. It remains for future work to 
enhance the efficiency of ALD for coating such 
extremely high-aspect-ratio structures.

Compared to all the aforementioned biomate-
rials, biominerals are much easier to process by 
ALD because they consist of inorganic materials. 

Among the most prominent and beautiful 
 structures are the exoskeletons of diatoms [70]. 
Many exoskeletons show perfect arrangements 
of pores and protrusions. A coating by ALD is 
easily possible for such templates, even at higher 
temperatures and with aggressive precursors 
[71]. After ALD processing, the pore size of the 
frustule valves shrinks from 40 nm to about 5 nm, 
with applications of such pore arrangements in 
molecular separation. A more demanding 
approach involved an initial modification of the 
biosilica with germanium and the formation of 
a photonic crystal slab [72]. The results appear 
promising for future investigation and optimiza-
tion, particularly with respect to emission color 
and brightness.

16.2.2 Functional Mimicry

16.2.2.1 Optical Properties
Many natural materials show fascinating opti-
cal effects, whether for attracting insects (e.g., 
to flowers) or warning off enemies. In the case 
of flowers, one can observe a plethora of colors 
during the spring blooming period. The phys-
ics behind the coloration is more complex than 
usually considered by the observer. The human 
eye can recognize coloration in the visible spec-
tral regime but is not aware of optical absorption 
or reflection in other spectral regimes. Some of 
those attract certain insects.

The optical properties of a red rose petal come 
from two coloration effects: the chemicals or 
pigments and the structural colors. Whereas the 
chemical coloration influences the optical appear-
ance of the petal in the visible spectral regime, 
the structural colors are primarily based on the 
nano- and microstructure of the petal surface and 
are seen in the ultraviolet regime. Structural 
colors are discussed in detail in Chapter 11 by 
Dushkina and Lakhtakia. By twofold inversion 
of the rose petal with a Ni mold and a polymer, 
the structure of the rose petal was copied from a 
polymer, but without the pigmentation [73]. 
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Amazingly, the polymer replica attracted insects, 
even without the pigment. ALD was applied to 
the rose petal to fine-tune the reflectance in the 
lower-ultraviolet regime. By coating with thin 
films of alumina (Al2 O3), a shift of the reflectance 
peak as a function of the coating thickness was 
observed. The shift may be related to two effects: 
the modification of the structure’s effective 
refractive index by adding alumina on top, and 
changing structural parameters by adding an 
inorganic film on top. Presumably, both of these 
effects have an influence on the shift of the 
reflectance peak.

A more exciting form of coloration is found in 
natural photonic crystals. Excellent examples are 
furnished by many butterfly wings with over-
lays of micro- and nanostructures. In the work 
of Huang et al. [74], the wings of a  blue-colored 
butterfly (Peleides morpho) were coated with 
Al2O3 by ALD. This technique for such appro-
aches is attractive because of the  non-line-of-sight 
deposition and the extreme conformity of the 
coating. The deposited films had thicknesses of 
10–40 nm in steps of 10 nm. With increasing 
thickness of the coating, the optical appearance 
of the butterfly wing shifted from the original 
blue coloration toward pink (Figure 16.7). The 
optical behavior is influenced by the addition of 
Al2O3, which has a different refractive index 
than the chitin that the wing consists of. A 
removal of the chitin by thermal treatment 
resulted in an Al2O3 replica, which, again due to 
the change of the refractive index, showed a blue 
shift of the main reflectance peak from 550 nm.

The fascination with the colors of butterfly 
wings as well as the possibility of replicating 
and/or tuning those colors by ALD resulted in 
several investigations by other research groups. 
Gaillot et al. investigated the wings of another 
species of butterfly, Papilio blumei, which shows 
green iridescence with blue-colored tails [75]. 
The work was focused on the accessibility of the 
air pockets in the photonic structures to the 
metal–organic precursors. TiO2 was the material 
of choice for the ALD process because of its 

refractive index being higher than that of Al2O3. 
For the coating, two differing cases—(1) deposi-
tion on the top and bottom surfaces of the wing 
only, and (2) coating of the surfaces of the 
embedded air pockets—were implemented. For 
distinguishing those two cases, the shift of the 
main reflectance peak at 524 nm was observed 
in detail. When the structure is coated externally 
only, this peak shifts toward larger wavelengths 
by about 1 nm per nm TiO2 coating thickness. 
When the air pockets are also coated, the peak 
shifts by 12 nm per nm TiO2 coating thickness. 
The control of the coating, however, still seems 
difficult. The accessibility of the air pockets for 
the precursor is perhaps related to structural 
defects or cracks in the chitin, or it proceeds 
from the edges of the structure through inter-
connected channels. Thus, coating of only the 
top and bottom surfaces can be guaranteed.

Further tuning of the ALD deposition on but-
terfly wings led to additional functionalities. In 
a recent work, Liu et al. showed that besides the 
optical features, the antiwetting properties of 
the butterfly wings could also be replicated [76]. 
The hydrophobicity is an important effect for 
the survival of a butterfly, since any humidity on 
the wing will make flying impossible. The 
nanoscale roughness of the structure appears to 
be more detrimental for hydrophilicity than the 
material the structure is composed of and there-
fore can be easily reproduced by ALD. More 
recently, even photovoltaic applications have 
been proposed. Through replication of the struc-
ture of the butterfly wing (here Hypochrysops 
polycletus), antireflective structures were pro-
duced in a solar cell stack [77].

Antireflective properties are also found in the 
eye of a household fly. The structure of the eye 
is complicated and consists of small lenslets 
(ommatidia), which contain further nanoscale 
protuberances. This combination results in anti-
reflective properties above a wavelength of 400 
nm with a reflectance peak at a wavelength of 
330 nm. Similar to the butterfly wings, the fly 
eye was coated with Al2O3 at 100 °C [78].  
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By annealing at 500 °C in air, the template was 
removed and the resulting alumina replica 
showed antireflective properties. Those were in 
agreement with the original structure, with a 

slight shift of the reflectance peak from 330 nm 
to 375 nm. From the point of view of ALD pro-
cessing, this strategy could be adapted for tech-
nological applications, but the small size of the 

FIGURE 16.7 Images of the alumina replicas of the butterfly wing scales. (a) An optical microscope image of the alumina-
coated butterfly wing scales, of which the color changed from original blue to pink. (b) A low-magnification SEM image of the 
alumina replicas of the butterfly wing scales on silicon substrate after the butterfly template was completely removed. (c) The 
energy-dispersive X-ray (EDX) spectrum of the alumina replica shown in (b). (d) A higher-magnification SEM image of an 
alumina-replicated scale, where the replica exhibits exactly the same fine structures. (e) An SEM image of two broken rib tips 
on an alumina replica. Reprinted from Ref. 74. Copyright © 2006, with permission from the American Chemical Society.
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eyes limits the practical applicability, since  
competing strategies are currently more cost 
effective [79].

16.2.2.2 Wetting Behavior

One of the most important properties of 
structured surfaces in nature is the wetting 
behavior. The very delicate structure of butterfly 
wings shows water-repelling properties, which 
is important for the survival of the insect. 
A remarkable experiment showed the use 
of amorphous Al2O3, which is intrinsically 
hydrophilic, for replication of hydrophobic 
structures—namely, butterfly wings and water-
strider legs. The wetting properties of the 
coated wings were subsequently compared to 
coated water-strider legs [80]. In spite of bulk 
Al2O3 being hydrophilic, the Al2O3 replicas 
were hydrophobic.

The hydrophobic nature of structured sur-
faces is characterized by two model states, the 
Cassie state [81] and the Wenzel state [82], 
which differ in their contact-angle hysteresis 
[83]. For antiwetting behavior, the Cassie state 
is favored. Both the butterfly wing and the 
water-strider leg show a Cassie-like behavior 
prior to ALD coating. The thin film of alumina 
on top of the structures induces some changes. 
Whereas the coated water-strider leg persists 
in the Cassie state, the coated butterfly wing 
changes to the Wenzel state. The reason for 
this differential behavior can be found in the 
chemical and structural composition of those 
two differing materials. In the case of the but-
terfly wing, the surface is natively coated with 
wax, which strongly contributes to the hydro-
phobic behavior. In contrast, the wetting 
behavior of the water-strider leg appears to be 
dominated by the structural properties. 
Namely, the aspect ratio of the structures in the 
water-strider legs is much higher than in the 
case of the butterfly wings, enabling the trap-
ping of air, which strongly favors the super-
hydrophobic behavior.

For those experiments, ALD plays an impor-
tant role because the distortion of the structural 
properties of the substrate should be reduced to 
a minimum to discriminate the impact of the 
surface chemistry and the structure on the 
water-repelling effect. In the cases of both  
the butterfly wings and the water-strider legs, 
the thin Al2O3 film seriously modified the sur-
face chemistry, whereas the structure was only 
barely changed. The outcome shows that, with 
such experi ments, one can quite easily deter-
mine the contri butions of chemistry and struc-
ture to wetting phenomena of a surface.

16.2.3 Biocompatibility

Biocompatible coatings play an increasingly 
important role for biology and medicine, as dis-
cussed in detail in Chapters 7 and 8. Artificial 
substrates are commonly used for growth of 
cells and tissue or for implants. In many cases, 
those artificial materials can satisfy the required 
preconditions in terms of mechanical stability, 
weight, etc., but are not biocompatible. On the 
other hand, biocompatible materials are often 
too expensive, too heavy, or too brittle. A good 
example is furnished by titanium implants, 
which show very good biocompatibility and 
stability but are very expensive.

Thin-film coatings provide one possible solu-
tion for this problem. An implant or a substrate 
may be designed from a material that is not 
biocompatible but satisfies all other require-
ments. A thin film could be applied on top for 
biocompatibility, which could seriously decrease 
the cost of the production, provided that the thin 
film is biocompatible, stable, free of pinholes, 
and firmly attached to the substrate.

The latter two requirements are intrinsically 
provided by ALD. The thin-film coating will be 
conformal and pinhole free because of the self-
limiting growth mechanism described in Section 
16.1. The firm attachment of the coating to the 
surface of the substrate is provided by the chemi-
cal anchoring of the precursors to the functional 
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groups of the substrate. Two remaining questions 
occur: Are ALD-deposited coatings biocompati-
ble? Are those coatings mechanically and chemi-
cally stable? Stability can be obtained by the 
proper choice of thickness and material. Thus, 
the biocompatibility of ALD coatings seems to be 
the most important question for biological and 
medical applications of ALD, and it is astonish-
ing that to date investigations have been sparse. 
Most of the published work concentrates either 
on the biocompatibility of materials or on the 
biocompatibility of the coated structures.

The most common material for ALD deposi-
tion is Al2O3. Finch et al. [84] investigated the 
proliferation of coronary artery smooth muscle 
cells on an Al2O3-coated glass with 60-nm– 
coating thickness and compared it to the prolif-
eration on uncoated glass and a silane-terminated 
surface. The Al2O3 surface is terminated by 
hydroxyl groups and shows hydrophilic  behavior 
similar to the glass surface.  Consequently, the cell 
proliferation on the Al2O3 surface and the glass 
surface were similar, whereas the  hydrophobic 
control surface (i.e., the  silane-terminated glass) 
showed opposite behavior. This rather simple 
test indicated that Al2O3 films deposited by ALD 
are not less biocompatible than ordinary glass 
surfaces.

Putkonen et al. took a more direct approach 
to ALD-deposited biocompatible coatings [85]. 
The idea behind their work was to develop an 
ALD process for hydroxyapatite (HA). Being a 
ternary compound with many variation possi-
bilities in stoichiometry, HA poses serious prob-
lems for ALD processing, since alternating 
pulses of two or three precursors cannot be 
applied to synthesize this material.

The approach of Putkonen et al. is more com-
plex in comparison to a normal ALD process 
and is chemically very sophisticated. Their four-
precursor ALD process consists of the precursor 
pairs Ca(thd)2/O3 and (CH3O)3PO/H2O and is 
performed at 300 °C. The first precursor pair 
produced a film of calcium carbonate. In the 
second stage, the carbonate groups were 
exchanged with phosphate groups by applying 
the second precursor pair. The carbon content 
after this process was still high, and thermal 
annealing in dry or moist N2 was necessary to 
further reduce it. Eventually, HA films were 
obtained once the annealing temperature was 
above 500°C. The films were tested for biocom-
patibility by attaching preosteoblast MC 3T3-E1 
cells (Figure 16.8). Good biocompatibility was 
observed, especially with the annealed films; 
this was derived from the fact that the cells 

FIGURE 16.8 MC 3T3-E1 cells were grown for three hours on (a) as-deposited and (b) annealed hydroxyapatite films 
formed on Si(100) by ALD. On the annealed, crystallized film, the cells show clear lamellipodia and filopodia structures. 
Cytoskeletal actin was stained by Alexa 488–labeled phalloidin (green) and vinculin with a monoclonal antibody followed 
by Alexa 546–labeled anti-mouse antibody (red). Reprinted from Ref. 85. Copyright © 2009, with permission from Elsevier. 
(For interpretation of the references to color in this figure legend, the reader is referred to the web version of this book.)
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started spreading and forming lamellipodia, 
which are actin projections on some motile cells 
involved in the process of cell migration. In spite 
of being a complicated process, the deposition 
of HA by ALD is a promising first step toward 
truly biocompatible thin films. Further optimi-
zation and simplification of the process will be 
required to make this approach economical.

Further investigations on the biocompatibility 
of ALD-deposited coatings involve structured 
substrates in addition to the chemical properties 
of the film. The wetting properties of surfaces 
have a strong influence on the biocompatibility. 
The wetting properties can be modified through 
the chemical functionalities on the surface but 
also strongly depend on the structural features 
of the surface [81, 82].

Porous anodic alumina (AAO) is a material 
with nanoscale pores on the surface and is used 
commonly by biomedical research groups 
worldwide. Besides the wet-chemical modifica-
tion of AAO, porous alumina also has been 
coated with Pt, TiO2, or ZnO by ALD. The coated 
porous alumina was tested for the proliferation 
of neonatal human epidermal keratinocytes  
[86–88]. Improvement in cell proliferation was 
observed when AAO was coated with TiO2 and 
ZnO but not with platinum.

Hyde et al. investigated the functionalization 
of cotton fabrics by ALD for the sake of improved 
biocompatibility [89]. The cotton fabrics were 
coated with thin films of TiN at process tempera-
tures around 150 °C. Because cotton provides 
hydroxyl groups, the TiN film gets covalently 
bound to the cotton fibers. The TiN coating 
showed some oxidation, presumably on the sur-
face, after storage in air for 10–15 days. Therefore, 
the films are better described as titanium oxy-
nitride. The biocompatibility of the coated fabrics 
was investigated by the adherence of human 
adipose-derived adult stem cells (hADSC). The 
coating thickness and the wetting properties of 
the surface were taken into consideration. The 
biocompatibility was good for all coating 

thicknesses and the cell adhesion was maximized 
on the most hydrophobic surfaces with only 
about 2 nm thickness of TiN. It is not clear, how-
ever, to which extent the surface of the coating 
consisted of the nitride or the oxy-nitride. 

TiO2 is known to be biocompatible; thus, the 
designation of the nitride for biocompatibility 
has to be considered with care in this particular 
case. Nevertheless, with respect to the unlimited 
natural resources for cotton and the easy han-
dling of the material, this approach seems to be 
very promising and, upon further optimization, 
could indeed lead to the inexpensive production 
of biocompatible substrates.

16.3 FUTURE PERSPECTIVES OF 
ALD IN BIOMIMETICS

16.3.1 Enzyme Mimetics
Thus far, our discussion has been confined to 
various approaches toward structural or func-
tional mimetics involving thin films produced 
by ALD. One important aspect of the ALD tech-
nology is the processing of catalytically active 
materials. The example of the photocatalytically 
active ZnO and TiO2 coatings applied to colla-
gen was already mentioned. The resulting bio-
inorganic composite was able to generate H2O2 
under ultraviolet irradiation and exhibited an 
antibactericidal effect [45].

Similarly, photocatalytically active structures 
were produced from pods (legumes) as  templates 
[90]. The used legume contained microscaled 
tubular trichomes, which were coated with Al2O3 
and ZnO. After calcination, a ZnAl-mixed metal-
oxide framework (MMO) formed, showing crys-
talline phases of ZnO and ZnAl2O4. The latter 
ternary compound falls under the family of spi-
nels, a group of minerals with cubic crystal struc-
ture and a chemical formulation of AB2O4 with 
A and B being metal ions and O being oxygen. 
The formation of ZnAl2O4 during calcination is 
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expected because Al2O3 and ZnO have a great 
tendency for a nonequilibrated interfacial diffu-
sion: The Zn ions diffuse much more quickly into 
Al2O3 than the Al ions into ZnO, which is com-
pensated by a diffusion of voids from the Al2O3 
into ZnO, eventually resulting in a void forma-
tion, the Kirkendall voids [91]. The resulting 
large surface area per unit mass improves the 
photocatalytic activity, which was confirmed 
with investigations of the degradation of two 
dyes, poly{1–4[4-(3-carboxy-4-hydroxyphenylazo) 
benzenesulfonamido]-1,2-ethanediyl sodium salt  
(PAZO) and sulforhodamine B, upon ultraviolet 
irradiation.

Besides the metal-oxide compounds, ALD 
offers the possibility to synthesize noble-metal 
nanoparticles. Although ALD is designed to pro-
duce thin films, there is a possibility to grow 
nanoparticles with good control to a certain level 
because, during the nucleation and initial 
growth, the deposited material forms islands on 
the substrate. Dependent on the substrate and 
the deposited material, the compact and pinhole-
free film may be formed within few cycles, as 
expected from the ALD process, but also the film 
formation can be hindered and the initial clus-
ters or islands grow to form particles. Examples 
of the latter case were shown with the deposition 
of Pt nanoparticles on carbon aerogels and stron-
tium titanate nanocubes [92, 93]. In a similar 
fashion, catalytic Pd and bimetallic PtRu nano-
particles with a narrow size distribution were 
also synthesized (Figure 16.9) [94, 95].

Nanosized structures from those metals are 
highly desired for their catalytic properties  
[96, 97]. A significant application of such cata-
lysts is in biomedicine, where there is now a 
focus on nanoparticles as enzyme mimetics [98]. 
For example, Pt nanoparticles show catalytic 
activities that resemble those of enzymes super-
oxide dismutase (SOD) and catalase, which help 
cells survive under oxidative stress [99, 100]. 
Nanoalloys of AgM (M = Au, Pd, and Pt) mimic 
the enzymes peroxidase and oxidase, which 

FIGURE 16.9 (a) TEM images of ALD-grown metal 
nanoparticles decorating an alumina sphere. The histo-
gram gives the nanoparticle size distribution measured 
from TEM where the mean particle diameter is 1.2 nm 
with a distribution width of 0.3 nm. (b) High-resolution 
TEM image showing lattice fringes for the Al2O3 and the 
PtRu nanoparticles. Reprinted from Ref. 95. Copyright © 
2010, with permission from the American Chemical 
Society.
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have potential in immunoassays [101]. The same 
activity has been observed with CeO2 and mag-
netic Fe3O4 nanoparticles [102, 103]. Deposited 
by ALD, all of these materials are potential 
enzyme-analog catalysts [104, 105].

However, investigations into the catalytic 
activities of metal nanoparticles synthesized by 
ALD are mainly focused on technological appli-
cations, such as for fuel cells [94, 95, 106]. The 
reason lies in the fact that most research groups 
making use of ALD have a background in vari-
ous nonbiomedical areas, such as electronics. In 
addition, the majority of the recent ALD pro-
cesses were developed and optimized to satisfy 
the needs of the electronic industry, which until 
now is the only large-scale industrial application 
field of ALD.

Further development of the precursors and 
processes is required for biomedical applica-
tions. The best candidates are Ag and Au, which 
can in principle be deposited by ALD, but either 
the processes are still very demanding or the 
required precursors are not commercially avail-
able. ALD as enabler technology for biomedical 
applications (e.g., enzyme mimetics) is an undis-
covered field with great potential. Compared 
with conventional nanoparticle synthetic meth-
ods (e.g., wet chemistry), ALD provides comple-
mentary approaches, including precise control 
of both size and processing of complicated struc-
tures. Future growth is envisaged.

16.3.2 Biomineralization
Bio-organic molecules or materials show 
defined but complicated chemical compositions 
or arrangements. The adaptation of biomaterials 
to specific needs leads to insertion of metals into 
protein structures [107, 108]. Those insertions 
are in most cases related to the enhancement 
of mechanical properties. Proteins containing 
certain metal ions or compounds can become 
hard, stiff, tough, and so on. Bryan and Gibbs, 
who found that Zn incorporated into the protein 

matrix of the jaws of the marine polychaete 
worm Nereis contributes to its hardness, showed 
a good example of metal incorporation to change 
mechanical properties [109, 110].

Interactions of the ALD precursors with organic 
functional groups present on or in the maternal 
substrates may occur in many different ways. 
Such interactions are often the origin of certain 
improved or unexpected properties. This is to a 
certain extent in good agreement with many natu-
rally occurring processes of biomineralization.

The pioneering work of Lee et al. showed an 
infiltration of metals into a protein by means of 
diffusion of ALD precursors into a spider silk 
[111]. The spider silk was chosen because the 
mechanical properties of natural spider silk are 
remarkable. In toughness it outperforms most 
humanmade materials, such as carbon fibers, 
poly-aramides, nylon, etc.

The materials of choice for the ALD process 
are Al2O3, TiO2, and ZnO because of their pro-
cessability at low temperatures. Exposure of the 
spider silk to the first precursor is seriously 
extended from subseconds to minutes to enable 
the precursor to diffuse into the protein matrix 
and attach to functional groups such as alcohols, 
amines, etc. Metals became homogeneously dis-
tributed within the silk. Instead of expected 
hardening and stiffening, the silks turned more 
ductile and stronger, resulting in a tenfold 
increase in toughness (Figure 16.10).

A series of characterization experiments, 
including nuclear magnetic resonance (NMR), 
X-ray diffraction (XRD), transmission electron 
microsopy–energy-dispersive X-ray spectros-
copy (TEM-EDX), Raman spectroscopy, etc., 
showed that the metal originating from the ALD 
precursor is indeed also found in the bulk of the 
spider silk. This proves infiltration of the protein 
from the gas phase. The proposed mechanism is 
a diffusion of the precursor into the bulk pro-
tein, interruption of hydrogen bonds between 
some protein chains, and insertion of metals into 
those bonds. After the metal infiltration was per-
formed by ALD, the β sheets appeared to be 
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FIGURE 16.10 Tensile test curves of silk fiber samples treated by TMA/H2O and TIP/H2O precursor pairs and com-
parison to untreated samples and samples treated with various numbers of cycles. (a, b) Stress (σ) and strain (ε) curves of 
silk fibers treated with TMA/H2O and TIP/H2O pulse pairs with various numbers of cycles ranging from 100 to 700. 
Reprinted from Ref. 111. Copyright © 2009, with permission from the American Association for the Advancement of Science.
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seriously affected, i.e., their sizes were reduced 
(Figure 16.11). The size, number, and distribu-
tion of the β sheets seem to determine the 
mechanical properties of the silk [112],  showing 
good agreement between theory and experi-
ment in this particular case.

Similarly, increased mechanical toughness 
has been observed when dried collagen is pro-
cessed by ALD diethylzinc or titanium(tetra-
isopropoxide) [46]. More in-depth investigation 
has shown that the effect results from the incor-
poration of metal into the bulk of the collagen 
during the ALD (Figure 16.12). Evidently, the 
lack of solvents (due to the vacuum-based pro-
cessing) permits a diffusion of the reactive spe-
cies into the collagen structure and induces 
small changes with significant effects.

The overall mechanical toughness was increased 
threefold, simultaneously  increasing the stress 
and strain of the measured substrates. The origin 
of the property change has not been resolved in 
detail yet. However, investigations until now 
have shown that, besides the presence of the 
metal inside the protein matrix, some chemical 
and physical changes occur.

Based on investigations of the infiltrated col-
lagen by XRD, Raman spectroscopy, infrared 
spectroscopy, etc., a model has been proposed 
that considers chemical bonding of the metal to 
the protein helix and the corresponding change 
in the crystallinity of the material [46]. The struc-
tural and chemical properties of collagen differ 
from those of spider silk. Spider silk shows a mix-
ture of amorphous protein and β sheets; collagen 

FIGURE 16.11 Schematic description of proposed molecular changes in the silk modified by MPI. Together with the 
water pulses, Al3+ weakens the hydrogen bonds and inserts into the broken bonding sites, thereby resulting in the formation 
of metal-coordinated or even covalent bonds with the Al. Reprinted from Ref. 111. Copyright © 2009, with permission from 
the American Association for the Advancement of Science.
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mainly consists of protein helices. The hydrogen 
bonding between the functional groups of the col-
lagen seems to be affected by intercalation of the 
metals, which eventually leads to new reflections 
observed by XRD as well as a new bonding situ-
ation that was observed by Raman spectroscopy.

Again, indications could be found that chemi-
cal interactions of the metal-organic precursor 
with the protein occur. One may argue that this 
process will inevitably lead to a coating of the 
fiber in parallel and that the ceramic (titania or 
alumina) coating may have strong impact on the 
mechanical properties of the resulting product. 
For this reason, the same process was also per-
formed in a regular coating mode (exposure 
time equal to pulsing time) with very minor 
influence on the mechanical properties of the 
fiber [113]. The process with extended exposure 
times for infiltration of the proteins with metals 
was named multiple-pulsed vapor phase infiltration 
(MPI) to distinguish between the original coat-
ing mode and the infiltration mode.

Processes of improving or modifying mechan-
ical properties by controlled and organized incor-
poration of inorganic minerals into an organic 
matrix exist in biology. Such processes are col-
lectively known as biomineralization. A very com-
mon example is the formation of bone. The 
different mechanical properties of various types 
of bone (woven bone, cortical bone, etc.) are 
derived from the varying amount of mineral con-
tent (e.g., HA) within a matrix of collagen and 
other types of proteins [114]. Because the ALD 
processing of spider silk and collagen leads to 
similar outcomes, this process mimics biominer-
alization. Another example of biomineralization 
mimicry was discussed in Section 16.2.1: the ALD 
of TiO2 within the cavity of apoferritin. The pro-
cess is in a sense comparable to the mineraliza-
tion of apoferritin to ferritin [53].

Those initial approaches toward the mimicry 
of biomineralization by ALD were rather curiosity-
driven. The infiltration is a very interesting side 
effect of the ALD process to be considered if soft 

FIGURE 16.12 Speculative conformational change of collagen chains after metal infiltration. The repeating sequence is 
Gly-Pro-Hyp. The z coordinates are listed (left side). The right side shows a schematic description conjectured from WAXS 
and Raman spectra. Reprinted from Ref. 46. Copyright © 2010, with permission from the American Chemical Society.
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materials are to be processed. Indications for 
infiltration by ALD had been observed earlier 
[115] and considered to be a drawback of the 
process for coating of polymers. For a more 
controlled and precise design of materials, 
detailed investigations and understanding of the 
chemistry and physics behind the observed 
phenomena are indispensible.

Site-specific reactions of the ALD precursors 
with bio-organic functionalities are gaining 
importance [116], but research has been scanty. 
For example, after processing porphyrin with 
diethylzinc (DEZ), a site-specific reaction of the 
precursor with the pyrrolic-NH groups was 
observed (Figure 16.13) [117]. This result indi-
cated that primary and secondary amines are 
potential reaction sites for the Zn precursor. Fur-
ther studies have shown that the infiltration, 
particularly with DEZ, can also be beneficially 
applied to produce nanostructures from block 
copolymers [118] or indicated that C=C and 
ester bonds are in some cases reactive with TMA 
[119, 120]. Even C–F bonds appear reactive with 
ALD precursors, at least with DEZ [121]. How-
ever, one has to consider that identical functional 

groups have differing chemical reactivity in dif-
fering chemical environments. Therefore, the 
mentioned few experiments are only a small 
indicator for possible chemical modifications.

16.4 SUMMARY

The application of atomic layer deposition to 
biomaterials or for mimicking biological pro-
cesses is an emerging research direction. It is 
apparent from the published work that ALD 
comes into focus whenever the other coating 
technologies reach their limits. A very obvious 
example is the delicate structure of butterfly 
wings. ALD is the method of choice to uniformly 
coat all  visible and invisible surfaces as long as 
those are accessible by the vaporized precur-
sors. Further examples of the application of the 
ALD process include mineralization processes 
within protein-based structures. The lifetime of 
the metal-organic molecules is increased, allow-
ing the molecules to diffuse into soft matter and 
react with functional groups within the bulk.

FIGURE 16.13 Chemical reaction between diethylzinc and porphyrins during ALD. Reprinted from Ref. 117. Copyright 
© 2009, with permission from Wiley-VCH.
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The various aspects of the ALD process, 
structural replication, enhancement or intro-
duction of functionalities, biocompatible coat-
ings, catalysis, and mineralization are all in a 
very early stage of development. The tendency 
toward multidisciplinary research will, sooner 
rather than later, lead to new and fascinating 
scientific insights as well as exciting new 
applications.
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Evolutionary Computation and 
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Prospectus
This chapter focuses on evolutionary computation, 
in particular genetic programming, as examples of 
drawing inspiration from biological systems. We set 
the choice of evolution as a source for inspiration 
in context and discuss the history of evolutionary 
computation and its variants before looking more 
closely at genetic programming. After a discussion of 
methods and the state of the art, we review applica-
tion areas of genetic programming and its strength in 
providing human-competitive solutions.
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17.1 BIOINSPIRED COMPUTING

One of the more prominent examples of bioin-
spiration is the application of this philosophy to 
the development of new ways to organize com-
putation. Life can be paraphrased by describing 
it as “information processing in a body.” Hence 
biology, the science of the living, has long been 
concerned with these two key aspects of life: 
structure and dynamics. The structure of the 
body, from a single-celled organism such as a 
bacterium to extended, highly complex, multi-
cellular, intelligent beings such as mammals,1 is 
a study object of evolutionary, developmental, 
and molecular biology, among other subjects. 
Other branches of biology are concerned with 
the dynamics of behavior of organisms in rela-
tion to an inanimate environment as well as in 
relation to other organisms that often provide 

1 The spatially largest organism is a fungus, Armillaria solipides, with an extension of 8.9 km2, whereas the largest 
genome of a vertebrate is that of a fish, Protopterus aetiopicus, with a size of 130 Giga bases (as compared to the 
3.2 Giga bases of Homo sapiens). A base is one of four nucleotides in the alphabet of DNA.
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an important and dynamically changing part 
of their environment. Ultimately, behavior 
requires intense processing of information, both 
for survival and for the benefit of an organism. 
Behavior of individuals is studied in a branch of 
biology called ethology, the behavior of species in 
their interaction with the environment is stud-
ied in ecology, and the dynamics of species over 
time is the subject of population and evolution-
ary biology. Molecular biology considers the 
regulation of behavior on the molecular level. 
From the lowest level of molecules to the high-
est level of evolution of species, this dynamic is 
about reception and processing of information 
and the appropriately executed actions follow-
ing from the results of such computation.

Given this context, it is no wonder that com-
puter scientists and engineers have embraced the 
paradigms of biology and tried to extract ideas 
from the living world to apply them in man-made 
computing environments such as computers and 
robots. Robots are actually the application area of 
bioinspiration closest to actual living organisms, 
since they can be said to possess a body, a struc-
ture that has to act in the real world. Less obvious, 
yet very active, is the area of bioinspired comput-
ing, where researchers try to extract more or less 
abstract principles and procedures from living 
organisms and realize them in a computational 
(algorithmic, software) setting.

There is full agreement in the sciences now 
that the generation of successive sequences of 
species in what has been called the tree of life is a 
product of evolution, governed by the principles 
of  Darwin’s theory of natural selection [1]. Evo-
lution and its models are the source of bioinspi-
ration that we shall discuss in this chapter in 
more detail. In a way, this is the most fundamen-
tal part of biology because it is the driving mech-
anism for the diversity of life on our planet. 
However, to set this in context, we want to at 
least mention in the remainder of this section 
several other examples of bioinspired comput-
ing, not necessarily in the temporal order of their 
development.

All aspects of adaptation of organisms to 
their environment, including the appearance of 
intelligent behavior, have been used as (bio-)
inspiration. The field of neural networks [2], for 
example, has taken inspiration from the struc-
ture and function of nervous tissue in higher-
order animals, including the brains of humans. 
The field of fuzzy logic [3] took inspiration from 
human cognitive processes with the ability to 
think in noncrisp terms. The field of artificial 
immune systems [4] has taken inspiration from 
the elaborate adaptive systems within higher-
order beings that enable them to defend them-
selves against intruders. The field of ant colony 
optimization [5] has taken inspiration from the 
distributed nature of ant colonies and their 
apparently purposeful molding of the environ-
ment. The field of swarm intelligence [6] has 
taken inspiration from different sorts of ani-
mals organizing their behavior in swarms, 
flocks, or schools in order to achieve macro-
effects (on the level of the entire swarm) from 
micro-causes (behavior of individuals). The 
field of artificial life [7] has taken inspiration 
from the very beginnings and basics of life to 
find ways to produce behavior akin to living 
behavior for the benefit of, e.g., computer 
games or for the simulation of alternatives to 
living matter, in order to better understand life 
on Earth.

May this list suffice for the moment. It is not 
exhaustive, and year after year new ideas are 
being proposed for computation derived from 
biological systems. Probabilistic reasoning, 
machine learning, emergence of novelty, com-
plex adaptive systems, social behavior, intelli-
gence, sustainability, and survival are all terms 
that can be related to and studied in models of 
bioinspired computing. Essential to these mod-
els is the idea that a distributed system of inter-
acting entities can bring about effects that are 
not possible for single entities or entities isolated 
from each other to produce.

In this chapter let us focus, however, on one 
particular paradigm within the area of bio-inspired 
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computing, an area that is very intimately con-
nected to all signs of life: evolution. After a general 
discussion of algorithms derived from evolution 
(evolutionary algorithms or evolutionary computing), 
we consider in more detail the most modern 
branch of this area, genetic programming.

17.2 HISTORY AND VARIANTS OF 
EVOLUTIONARY COMPUTING

Evolutionary algorithms or evolutionary com-
puting is an area of computer science that applies 
heuristic search principles inspired by natural 
evolution to a variety of different domains, nota-
bly to parameter optimization or other types of 
problem solving traditionally considered in arti-
ficial intelligence.

Early ideas in this field developed at a time 
when computers were barely commercially sold. 
Alan Turing was one of the first authors to cor-
rectly identify the power of evolution for the pur-
pose of solving problems and exhibiting intelligent 
behavior. In his 1950 essay entitled “Computing 
Machinery and Intelligence,” [8] Turing consid-
ered the question of whether machines could 
think. He was concerned that digital computers, 
despite their power and universality, would only 
be capable of executing programs deterministi-
cally. He felt that this would not be sufficient to 
produce intelligent behavior. “Intelligent behav-
ior presumably consists in a departure from the 
completely disciplined behavior involved in com-
putation, but a rather slight one, which does not 
give rise to random behavior” [8], p. 457. Compu-
tation here refers to the only known form of digital 
computation at the time: deterministic computa-
tion. Turing pointed out that a digital computer 
with a random element would be an interesting 
variant of such a machine, especially “when we 
are searching for a solution of some problem.” It 
was clear to Turing that machines at some point 

would need to be able to learn in a fashion similar 
to children—a very clear indication of him taking 
inspiration from biology. “Now the learning pro-
cess may be regarded as a search [...]. Since there 
is probably a large number of satisfactory solu-
tions, the random method seems to be better than 
the systematic. It should be noticed that it is used 
in the analogous process of evolution” [8, p. 459].

So, already in 1950 several ideas were voiced 
that would lead the way to evolutionary algo-
rithms. The notion of a soft kind of randomness, 
which would later become mutation and crosso-
ver, the notion of intelligent behavior as the goal 
of these algorithms, the notion of a search process 
to achieve learning and problem solving, and the 
notion of kinship to evolution in Nature were all 
entertained in this early article by Alan Turing.

In 1962, a budding computer scientist2 from the 
University of Michigan published a paper entitled 
“Outline for a Logical Theory of Adaptive Sys-
tems” in which he proposed most of what later 
became known as genetic algorithms [9]. Holland 
wrote: “The study of adaptation involves the study 
of both the adaptive system and its environment,” 
thus foreshadowing the necessity to define a fit-
ness function as a stand-in for the environment. 
He then proposed to look at the adaptive system 
as a “population of programs” and emphasized 
the advantage of looking at adaptation from the 
viewpoint of a population: “There is in fact a gain 
in generality if the generation procedure operates 
in parallel fashion, producing sets or populations 
of programs at each moment rather than individu-
als” [9, p. 298]. Here Holland correctly identified 
the strength that populations of solutions bring to 
a problem when applied and tested in parallel. 
“The generated population of programs will act 
upon a population of problems (the environment) 
in an attempt to produce solutions. For adaptation 
to take place the adaptive system must at least be 
able to compare generation procedures as to their 
efficiency in producing solutions.” What Holland 

2 Computer science as a discipline did not even exist then. It is only in hindsight that we call it that; officially, it 
was called communication science at the time.
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called generation procedures were later termed—in 
the context of supervisory programs, that is, pro-
grams that allow a system to adapt to different 
environmental conditions—mutation. After intro-
ducing differential selection as a key driving force 
for adaptation, “Adaptation, then, is based upon 
differential selection of supervisory programs. 
That is, the more ‘successful’ a supervisory pro-
gram, in terms of the ability of its problem-solving 
programs to produce solutions, the more predomi-
nant it is to become (in numbers) in a population 
of supervisory programs. [...] Operation of the 
selection principle depends upon continued gen-
eration of new varieties of supervisory programs. 
There exist several interesting possibilities for pro-
ducing this variation” [9, pp. 300–301]. “The pro-
cedure described [...] requires that the supervisory 
program duplicate, with some probability of vari-
ation or mutation [...]” [9, p. 309].

Thus, as early as 1962, a sketch of evolutionary 
algorithms was in place that could only become 
more pronounced over the years [10]. The ran-
domness of Turing’s paper, later reflected in 
Friedberg’s work [11], gave way to a variation-
selection loop with accumulation of beneficial 
variations in a population and the regular infor-
mation exchange between individuals.

Other paradigmatic developments in evolu-
tionary algorithms at the time include evolution-
ary programming [12] and evolutionary strategies 
[13]. For a more thorough review of early work 
in evolutionary computing, the reader is pointed 
to Ref. 14, discussing a selection of papers from 
the fossil record of evolutionary computing.

All evolutionary algorithms follow the 
 Darwinian principle of differential natural selec-
tion. This principle states that the following pre-
conditions must be fulfilled for evolution to 
occur via (natural) selection:

1.  There are entities called individuals that 
form a population. These entities can 
reproduce or can be reproduced.

2.  There is heredity in reproduction; that is to 
say that individuals of this population 
produce similar offspring.

3.  In the course of reproduction there is 
variety that affects the likelihood of survival 
and, therefore, the reproducibility of 
individuals. This variety is produced by 
stochastic effects (such as random mutation 
and recombination) as well as by systematic 
effects (mating of like with like, etc.).

4.  There are finite resources that cause the 
individuals to compete. Due to overrepro-
duction of individuals, not all can survive 
the struggle for existence. Differential 
natural selection is a result of this competi-
tion exerting a continuous pressure toward 
adapted or improved individuals relative to 
the demands of their environment.

In evolutionary algorithms, there is a popula-
tion of individual solutions. Usually this popula-
tion is initialized as a random population,  
i.e., from random elements determined to be 
potentially useful in this environment. Next is a 
determination of fitness in the process of evalua-
tion. This could take any form of a measurement 
or calculation to determine the relative strength of 
an individual solution. The outcome of this meas-
urement or calculation is then used in the selec-
tion step to determine which individual solutions 
are to survive the competition for resources and 

?

Reproduction

Selection

Evaluation
Termination

Initialization

Variation

FIGURE 17.1 The general process of an evolutionary 
algorithm is a cycle of evaluation, selection, reproduction, 
and variation that accumulates beneficial changes. Variation 
operators could be mutation, duplication, or crossover/
recombination.
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which are to be replaced by copies or variants of 
the surviving individual solutions. The last step is 
to apply variation to these individual solutions so 
that the population is complete again and ready 
for the next round of evaluation. Figure 17.1 sum-
marizes the general process.

Let us now turn our attention to genetic 
programming.

17.3 GENETIC PROGRAMMING: 
HISTORY, PRINCIPLES, AND 

METHODS

John Holland became known for the genetic 
algorithm [10], but he already had spoken of 
programs in his seminal 1962 paper. It was, 
however, the long-held mainstream view in 
computer science that subjecting computer pro-
grams to the random forces of mutation and 
recombination would not yield viable programs. 
The notion was that computer code is too brit-
tle to be improved by randomness recruited in 
evolution.

The term genetic programming (GP) [15] 
describes a research area within the field of evo-
lutionary computation that deals with the evolu-
tion of computer code. Its algorithms aim either 
to approximate solutions to problems in machine 
learning or to induce precise solutions in the form 
of grammatically correct (language) structures 
for the automatic programming of computers. 
Again, the same general process depicted in  
Figure 17.1 is applied, but this time to structures 
that determine the behavior of a computer.

It took a long time to realize that it is not 
impossible to evolve computer code. This excit-
ing development needed a number of different 
(smaller) intermediate steps, starting from the 
original genetic algorithms using fixed-length 
bit strings to represent numbers in optimization 
problems. The first realization was that rule sys-
tems, instead of numbers representing problem 

solutions, could be subjected to evolution. In 
another seminal paper, Holland and Reitman 
introduced the classifier system [16] that allowed 
if-then rules under evolution. Classifier systems 
have since taken on a life of their own [17], but 
the key contribution to the future field of GP 
was that if-then rules are a hallmark of program-
ming languages and execution of more complex 
computer code. However, a classifier system 
cannot be regarded as a system for evolutionary 
program induction because there are no pro-
gram individuals under evolution.3

Not long after Holland and Reitman, Smith 
introduced a variable-length representation, 
allowing it to concatenate rules into rule-based 
programs that can solve a task defined by a fit-
ness function [18]. In 1981, Forsyth [19] pub-
lished a logical rule system with parameters that 
allows us to classify examples into different 
classes. Here a training set of data samples can 
be used to train the classifier. The programs 
would logically and numerically evaluate data 
samples to conclude on the class of the example. 
Forsyth summarized in wonderful prose: “I see 
three justifications for this kind of exercise. 
Firstly, it is interesting in its own right; secondly, 
the rules behave in an interesting fashion; and 
thirdly, it seems to work. In the first place it is 
fun to try a little abstract gardening, growing an 
orchard of binary trees. And it might be fruitful 
in another sense. After all, we are only here by 
courtesy of the principle of natural selection, AI 
workers included, and since it is so powerful in 
producing natural intelligence it behooves us to 
consider it as a method for cultivating the arti-
ficial variety” [19, pp. 163–164]. One cannot 
escape the impression that the author of these 
lines could not at first believe that his method 
was so effective at classifying samples.

In the second half of the 1980s, the number 
of early GP systems proliferated. Cramer intro-
duced in 1985 two evolutionary programming 
systems based on different simple languages he 

3 Note that Holland’s first paper [9] already discussed programs!
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designed [20]. Hicklin [21], and Fujiki and 
Dickinson [22] wrote precursor systems for par-
ticular applications using the standard pro-
gramming language LISP before Koza in 1989 
finally documented a method that both used a 
universal language and was applied to many 
different problems [23]. GP came into its own 
with the publication of John Koza’s book in 
1992 [15]. It is his achievement to have 
 recognized the power and generality of this 
method and to document, with numerous 
examples, how the approach can be used in 
different application areas. In the introduction 
to his book he wrote: “In particular, I describe 
a single, unified, domain-independent approach 
to the problem of program induction—namely 
genetic programming.”

Now that we have reviewed the gradual 
development of ideas, it is time to discuss the 
principles of GP. GP works with a population of 
computer programs that are executed or inter-
preted in order to judge their behavior. Usually, 
fitness measurements sample the behavioral 
space of a program to determine the degree to 
which the outcome of the behavior of a program 
individual is what it is intended for. For instance, 
the deviation between the quantitative output of 
a program and its target value (defined through 
an error function) could be used to judge the 
behavior of the program. This is a straightfor-
ward procedure if the function of the target pro-
gram can be clearly defined. Results may also be 
defined as side effects of a program, such as 
consequences of the physical behavior of a robot 
controlled by a genetically developed program. 
Sometimes an explicit fitness measure is missing 
altogether—for instance, in a game situation—
and the results of the game (winning or losing) 
are taken to be sufficient scoring for the pro-
gram’s strategy. Again, very much following the 
original intuition of Holland, various programs 
are applied to the same problem and their 

performances relative to each other are used to 
determine which programs are to be conserved 
for future generations and which are to be 
discarded.

The outcomes of fitness evaluation are used 
to select programs. There are several different 
methods for selection, both deterministic and 
stochastic. Selection determines (a) which pro-
grams are allowed to survive (overproduction 
selection) and (b) which programs are allowed 
to reproduce (mating selection). Once a set of 
programs has been selected for further repro-
duction, the following operators are applied:

•	 reproduction,
•	 mutation,
•	 crossover.

Reproduction simply copies an individual to 
an offspring population (the next generation), 
mutation varies the structure of an individual 
under control of a random-number generator, 
and crossover or recombination mixes the struc-
tures of two (or more) programs to generate 
one or more new programs for the offspring 
population. Additional variation operators are 
applied in different applications. Most of these 
contain knowledge in the form of heuristic 
search recipes that are adapted to the problem 
domain.

The material under evolution is, as we said, 
computer code. However, the representation of 
this code and the implementation of variation 
operators is important in order to avoid the brit-
tleness of the code.4 The two most popular rep-
resentations for computer programs under 
evolution nowadays are expression trees of 
functional programming languages and (linear) 
sequences of instructions from imperative pro-
gramming languages [24]. Figure 17.2 shows 
how these two representations can be subjected 
to a crossover or recombination operation. There 
are many other representations for GP, notably 

4 The brittleness of a computer code refers to the fact that the code can be easily broken, even with the slightest 
(possibly random) variation, with the result that it does not work at all.
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FIGURE 17.2 Tree-based and sequence-based representation of programs and their respective recombination. 
(a) Exchanging subtrees. (b) Exchanging blocks of code.
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those that make use of developmental or genera-
tive processes that grow programs; see, for 
instance, Refs. 25 and 26.

Once programs have been generated, they 
are interpreted or compiled to produce behav-
ior, which is subsequently measured in terms 
of its fitness. In this way, fitness advantages of 
individual programs are exploited in a popula-
tion to lead to better solutions. In GP, as well 
as in other evolutionary algorithms, differential 
selection can be realized in many different 
ways.

The simplest approach is a generational 
selection scheme called fitness-proportional or 
roulette-wheel selection. The fitness of all indi-
viduals in the population is summed up. The 
fitness fi of each individual i is then normalized 
by the sum of all fitness values found, and this 
normalized value determines the probability pi 
of the individual i of being selected for repro-
duction/mutation/crossover. Thus, pi = fi/∑j fj. 
Based on the stochasticity of random events, 
fitness proportional selection also allows weak 
individuals to succeed in reproduction some of 
the time.

Another selection method is called tourna-
ment selection. A subset of individuals of the 
population is drawn randomly, and those indi-
viduals are compared to each other in terms of 
fitness. The individuals with higher fitness are 
allowed to replace (directly as in reproduction, 
or with a variation as in mutation and crossover) 
the individuals with lower fitness. Normally, 
tournament selection is done with a minimum 
number of k = 4 individuals, which carries the 
lowest selection pressure. Larger tournaments, 
however, have been used in the literature, up to 
the extreme of holding tournaments among the 
whole population, at which point the selection 
scheme is called truncation selection.

Ranking selection is another selection scheme 
introduced to address some weaknesses of fit-
ness proportional selection. Each individual is 

assigned a rank in the population, and selection 
proceeds by selecting either by a linearly or an 
exponentially associated probability based on 
the rank of an individual. A detailed compari-
son of different selection schemes is given in 
Ref. 27.

The entire process of selection can be seen in 
close analogy to the way humans breed animals. 
To obtain animals with the desired characteris-
tics, the breeder has to select those individuals 
from the population that carry the targeted traits 
to a higher degree than others.5

All selection schemes rely on a sufficiently 
accurate determination of fitness to work 
properly. Therefore, one of the most important 
ingredients in GP is the definition of a fitness 
measure to determine the appropriateness of 
a program individual’s behavior. Sometimes 
the fitness measure has to be iteratively 
improved in order for the evolved solutions to 
actually perform the function they were 
intended for.

Fitness calculation is actually one of the areas 
where GP and other evolutionary algorithms 
differ. GP has to judge the behavior of a pro-
gram, a structure that determines the behavior 
of a computer under different inputs, i.e., an 
active entity. This executed program has to pro-
duce outputs that adhere as closely as possible 
to a prescribed behavior. Thus, while a GA (or 
another optimization technique) is used to opti-
mize a particular instance of an optimization 
problem, GP has to find behavior in a larger 
search space, providing the correct behavior 
under a multitude of input/output pairs. The 
situation can be depicted by considering the dif-
ference between (1) optimizing a function, i.e., 
finding the minimum or maximum of a func-
tion, as in finding the center (x = y = 0) as the 
function  maximum in Figure 17.3 in the GA task 
and (2) constructing the function whose samples 
are provided by the data points in Figure 17.4 in 
a typical GP task.

5 Darwin’s original theory of evolution was inspired by humans breeding animals, especially pigeons and cattle.
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Fitness measurement is thus a more extended 
affair in GP, and cannot usually be completed 
with one sample measurement in the behavioral 
space. Instead, multiple instances of input/out-
put pairs are presented to the program popula-
tion, and the results for all pairs are usually 
averaged to arrive at a fitness value for pro-
grams that subsequently forms the basis for 
selection.

A few more words on the difference between 
GA tasks and GP tasks are in order. One might 
argue that the GP task is nothing more than an 
optimization task, looking to minimize the error 
of the function approximation for Figure 17.4. If 
one were to have a fixed-sized genome consist-
ing of, say, coefficients of a polynomial in x and 
y, assuming an expression of the type

with aij being the genetic variables (alleles) that 
are subject to a GA, this can be legitimately con-
sidered a GA. Note, however, that the functional 
dependencies need to be determined before-
hand, both in terms of the dimensionality as well 

(17.1)
z =

n∑

i,j=0

aijx
iyj

as in terms of the order (in this case, dependency 
on x and y with terms up to order n). Some of 
these terms might still be close to aij = 0, which 
would indicate either no or only a minute con-
tribution of the term to the overall outcome z.

Conversely, though, one could argue that 
searching for the maximum in Figure 17.3 could 
be construed as a GP task. This could be done by 
assuming a growing set of fitness cases through 
probing the landscape for the maximum, based 
on a model of the landscape. By then trying to 
find a symbolic expression for the function, based 
on the existing points probed, calculating its first- 
and second-order derivatives, and solving for 
appropriate conditions to find the maximum, a 
new prediction could be made. This new point 
would be visited, but with an initially inaccurate 
model for the function it can be assumed that it 
would be off somewhat from the real maximum 
of the function. Using this kind of modeling 
approach (where GP is in charge of developing 
and refining the model), it can be easily imagined 
that such a process could yield a faster approach 
to the maximum than just sampling the space.

The difference between a GA approach and a 
GP approach to optimizing fitness of respective 
solutions is thus best tied to the representation 
used for the task. Is it a length-changing repre-
sentation (as in the foregoing example, the 
expression for a function), or is it a fixed-length 

FIGURE 17.3 Finding the highest point in a fitness land-
scape of a function z = z (x, y): A typical GA task.

FIGURE 17.4 Finding the function z = z (x, y) fitting the 
data points: a typical GP task.
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representation, as in Eq. (17.1)? Does it use mul-
tiple fitness cases or is there only one fitness 
measurement? The former is a GP approach, the 
latter a GA approach. Naturally, a GP approach 
will search a larger space of possibilities because 
the combinatorics of its structures is much larger, 
with typical GP search spaces 101,000 times larger 
than typical GA search spaces. Table 17.1 sum-
marizes the issues.

17.4 ADVANCES AND STATE OF 
THE ART

In his seminal work of 1992, Koza established 
the field of GP by arguing convincingly that 
manipulation of structures of symbolic expres-
sions is possible with evolutionary algorithms 
and that the resulting technique would have 
a wide variety of applications. In subsequent 
years, the field experienced both broadening and 
deepening [24]. Many different representations 
for GP were studied, among them other generic 
data structures such as sequences of instructions 
or directed graphs, as well as more exotic data 
structures such as memory stacks or neural net-
works. Today, different approaches are consid-
ered GP, from the evolution of expression trees 
to the evolution of electronic circuits or even 

architectural designs (structures, for short). The 
overarching principle is to subject all these kinds 
of structures with variable complexity to forces 
of evolution by applying mutation, crossover, 
and fitness-based selection. The results must 
not necessarily be programs, but they could 
be descriptions for designs (e.g., structures of 
bridges) or other manipulatable elements.

An ever-present difficulty with GP is that the 
evolution of structures of variable complexity 
(e.g., program code) often leads to individuals 
with a large number of elements, often with con-
siderable redundancy. Notably it was found that 
variable complexity often leads to inefficient code 
that requires a lot of memory space. Several 
researchers subsequently observed that the evo-
lutionary forces seem to exert a pressure toward 
more complex solutions, parts of which could be 
removed after evolution without doing any harm 
to the behavior of the evolved solution. By draw-
ing an analogy from biological evolution of 
genomes, this phenomenon was originally called 
code bloat, intron growth, or growth of ineffective code 
[28]. It was found that code growth is not the only 
unintended result of evolutionary processes, but 
it has been the most examined emergent phenom-
enon to date [29].6 At least three different influ-
ences are at work promoting the growth of 
complexity during evolution. The most 

6 Another emergent phenomenon in GP is the emergence of repetitive code [30].

TABLE 17.1  Comparison of GA versus GP.

GA GP

Representation Fixed length Variable length

Individual Passive Active

Genome Parameters Program/algorithm

Input None Input values

Fitness One value Many fitness cases

Typical application Function optimization Function approximation

Typical size of search space 10100 10100,000
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important influence has to do with the protection 
effect of redundant code if subjected to the action 
of crossover or mutation. Redundant code is 
more resistant to crossover and mutation and 
allows its carrier solution to survive better, com-
pared to other individuals that do not possess this 
redundancy [31]. Removal bias in crossover oper-
ations [32] that describes the fact that code can 
grow to infinity from any size but only be reduced 
to zero from a particular size is another explana-
tion. Finally, a genetic drift toward larger solu-
tions [33] has been named as an important 
influence.

Over the last decade, the relation between 
robustness of organisms and their evolvability 
has been under intense study in biology (see, for 
example, Ref. 34). A seeming paradox between 
these two features frequently found in Nature 
has been resolved. It was found that neutral evo-
lution is a key aspect of robustness. Neutral evo-
lution refers to the capability of evolution to 
change genotypes without changes to pheno-
types of individuals.7 This capability has been 
known for decades, and had previously been 
discovered to be an important process in evolu-
tion [35]. The understanding of neutrality led to 
new mathematical models like the idea of neu-
tral networks [36]. These ideas are beginning to 
exert influence in the EC community [37], and it 
turns out that, also in GP, solutions that are more 
robust are preferred through the evolutionary 
process, another emergent phenomenon [38, 39].

Although the GA theory has been well estab-
lished, theoretical progress in GP has been more 
difficult to achieve since GP works with variable 
complexity and multiple fitness cases for fitness 
scoring. Many researchers are working to pro-
duce results for GP by gleaning from GA 

7 The genotype of an individual is its genetic make-up, potentially subjected to mutation and crossover, whereas 
the phenotype of an individual is the resulting program (behavior).

research. The schema theory of GA [40, 41] has 
been a primary target of knowledge transfer.8 In 
the meantime, several different schema theo-
rems have been formulated for GP, and theory 
has progressed substantially [42].

As researchers analyzed search spaces of 
programs, it was realized that their size is many 
orders of magnitude larger than search spaces 
of combinatorial optimization problems. A typ-
ical size for a program search space might be 
10100,000, as opposed to a typical search space for 
a combinatorial optimization problem being of 
the order of 10100. Although this finding might 
be interpreted as discouraging for search mech-
anisms, it was also realized that the solution 
density in program spaces is, above a certain 
threshold of complexity, constant with chang-
ing complexity [43]. In other words, there are 
proportionally many more valid solutions in 
program spaces than in the spaces of combina-
torial optimization problems.

GP has made great strides over the last two 
decades, but many issues are still open and 
require continued investigation. The theory of 
GP [42]:

•	 	has	succeeded	in	finding	appropriate	
schema theorems that allow to understand 
how the search space and the population 
representation interact,

•	 	has	started	to	analyze	Markov	chain	models	
of the search process dynamics, and

•	 	has	found	ways	to	characterize	search	
spaces (difficulty, complexity) and relate 
them to the performance of GP systems.

In coming years, GP theory is expected to 
make progress on the treatment of dynamical 

8 A schema in a GA is a subpattern of the genotype that takes the form of a template and can be used to identify 
several genotypes. For instance, in a binary string genotype with 4 bits: 1 * 0 *, all genotypes with a 1 in posi-
tion 1 and a 0 in position 3 belong to this schema.
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problems, proofs of convergence of the search 
algorithms, and classifying problem spaces.

On the practical side, GP research will target 
[44]:

•	 	the	identification	of	appropriate	representa-
tions for GP in particular problems,

•	 the	design	of	open-ended	evolutionary	
systems with GP,

•	 the	problem	of	generalization	in	GP,
•	 the	establishment	of	benchmarks	for	

measuring and comparing GP performance, 
and

•	 modularity	and	scalability	in	GP.

There is also more room for adding bioinspi-
ration to GP. For instance, the relation between 
evolution and development has been studied 
for decades in biology [45]. It was found that 
the time-dependent process of gene expression 
and gene regulation through both internal and 
external cues is the mechanism by which both 
processes can be unified [46]. Some progress 
has also been made in GP to couple evolution 
and development. The developmental approach 
in GP takes the form of a recipe that, upon its 
execution, generates a structure that is sub-
jected to fitness tests. Thus, it is not the GP 
program itself that is tested but the result of its 
execution.

Similar to the coupling between evolution 
and development, the coupling between devel-
opment and learning was considered an 
important link for understanding the mecha-
nisms of development and learning processes. 
Cognitive neuroscience has presented evi-
dence for this coupling by finding that there 
are critical periods in development in which 
certain learning tasks are facilitated (and only 
sometimes possible). If the critical period is 
missed, learning success in a task is substantially 
reduced [48].

The coupling between development (or evo-
lution) and learning has only recently been 
explored in GP. The problem is to clearly sepa-
rate adaptations or fitness gains resulting from 

development or evolution versus those from 
learning. Its reason is the less stringent separa-
tion of time scales among evolution, develop-
ment, and learning in GP systems. Whereas 
biological evolution can happen over many 
thousands or millions of years, development 
over the lifetime of an organism, and learning 
over phases of that lifetime, all three mecha-
nisms are on similar time scales in GP, usually 
tied into single runs of a GP system. In addition, 
in most GP systems there is no notion of species 
(and their evolution). Rather, the entire popula-
tion is essentially mixed and therefore belongs 
to one single species. Finally, the goal under the 
influence of evolution is behavior, the same 
entity usually associated with learning. First 
attempts to examine learning as a separate task 
for which evolution/development have to pro-
vide the means have been made [49], yet this 
area requires much more investigation.

17.5 APPLICATIONS

The textbook of Banzhaf et al. from 1998 lists 173 
GP applications from A to Z that already existed 
at the time [24]. Fifteen years have passed, and 
the field has continued to develop rapidly. The 
main application areas of GP are (from narrow 
to wide) [24]:

•	 computer	science,
•	 science,
•	 engineering,
•	 business	and	finance,	and
•	 art	and	entertainment.

Koza has contributed many interesting applica-
tions to some of these areas, demonstrating the 
breadth of the method. However, a more detailed 
look is warranted.

In computer science, much effort has gone 
into the development of algorithms using GP. 
By being able to manipulate symbolic struc-
tures, GP is one of the few heuristic search 
methods for algorithms. Sorting algorithms, 
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caching algorithms, compression algorithms 
[51], random-number generators, and algo-
rithms for automatic parallelization of code 
[52], to name a few, have been studied. The 
spectrum of applications in computer science 
spans from the generation of proofs for predi-
cate calculus to the evolution of machine code 
for accelerating function evaluation. The gen-
eral tendency is to try to automate the design 
process for algorithms of different kinds. 
Recently the process of debugging code, i.e., the 
correction of errors, has been added to the list 
of applications [53]. Computer science itself has 
many applications, and it is natural that those 
areas also benefit indirectly by improving 
methods in computer science. For instance, in 
the area of computer vision, GP has been used, 
among others, for

•	 object	detection	(for	example,	Refs.	54 and 55),
•	 filter	evolution	(for	example,	Refs.	56 and 57),
•	 edge	detection	(for	example,	Ref.	58),
•	 interest	point	detection	(for	example,	Ref.	59), 

and
•	 texture	segmentation	(for	example,	Ref.	60).

In addition, the area of software engineering is 
a field very fruitful for applications of GP [61]. 
Query optimization for database applications is 
a widespread application of evolutionary com-
putation techniques (see their use in PostgreSQL 
and H2, Refs. 62 and 63).

Typical applications for GP in science are 
those to modeling and pattern recognition. 
Modeling certain processes in physics and 
chemistry with the unconventional help of evo-
lutionary creativity supports research and 
understanding of the systems under study [64, 
65]. For instance, parameters of models in soil 
science can be readily estimated by GP [66]. Pre-
dictions based on models generated with GP 
have widespread applications. An example  
from climate science is [67], where seawater 
level is forecast by a GP modeling technique 
using past time series. Many modeling applica-
tions for EC methods in general exist in 

astronomy and astrophysics; see, for instance, 
Refs. 68 and 69.

Modeling is, however, but one of the applica-
tions of GP in science. Pattern recognition is 
another key application used in molecular biol-
ogy and other branches of biology and medicine 
as well as in science in general [70, 71]. Here, GP 
has delivered results that are competitive if not 
better than human-generated results [72, 73], a 
special area of applications we return  to in the 
next section. Classification and data mining are 
other applications in which GP is in prominent 
use [74, 75].

In engineering, GP and other evolutionary 
algorithms are used as standalone tools [76] or 
sometimes in competition or cooperation with 
other heuristic methods such as neural networks 
or fuzzy systems. The general goal is, again, to 
model processes such as material properties [77] 
or production plants or to classify results of pro-
duction. In recent years, design in engineering 
has regained some prominence [78]. Control of 
manmade apparatus is another area in which 
GP has been used successfully, with process con-
trol and robot control (e.g., Ref. 79) the primary 
applications.

In business and finance, GP has been used to 
predict financial data, notably bancruptcy of 
companies [80, 81]. The entire area of computa-
tional finance is ripe with applications for GP 
(and other evolutionary techniques); see Refs. 82 
and 83. For an early bibliography of business 
applications of GP and GAs, the reader is referred 
to Ref. 84. Since, generally speaking, modeling 
and prediction are core applications in economic 
contexts, GP is an important nonlinear modeling 
technique to consider; see, e.g., Refs. 85 and 86.

In art and entertainment, GP is used to 
evolve realistic animation scenes and appeal-
ing visual graphics (see [87] for an early exam-
ple). Computer games are another active area 
of research and application for GP (see, for 
instance, [88]). Board games have been studied 
with GP-developed strategies, too [89, 90]. GP 
also has been used in visual art and music [91]. 
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In music, for example, GP was used to extract 
structural information from musical composi-
tion in order to model the process so that auto-
matic composition of music pieces becomes 
possible [92].

Many of these problems require a huge 
amount of computational power on the part of 
the GP systems. Parallel evolution has hence 
been a key engineering aspect of developments 
in GP. As a paradigm, GP is very well suited for 
a natural way of parallelization. With the advent 
of inexpensive parallel hardware in recent years, 
in particular through graphics processing units 
[93–95], a considerable proliferation of results is 
expected from GP systems [96].

17.6 HUMAN-COMPETITIVE 
RESULTS OF GENETIC 

PROGRAMMING

In the last decade, a substantial number of results 
have been published in various fields that claim 
to have produced human-competitive results 
by the application of GP as a problem-solving  
method [97].

These claims are based on a comparison 
between the currently best-known human solu-
tions to a problem and their respective counter-
parts produced by GP. Applications are from 
areas such as quantum computing algorithms, 
analog electrical circuit design and other mechan-
ical and electrical designs, game-playing appli-
cations, finite algebras and other mathematical 
systems, bioinformatics and other scientific pat-
tern recognition problems, reverse engineering 
of systems, and empirical model discovery.

The claims of human-competitiveness are 
based on criteria that Koza et al. proposed in 2003:

1.   The result was patented as an invention in 
the past, is an improvement over a pat-
ented invention, or would qualify today as 
a patentable new invention.

2.  The result is equal to or better than a result 
that was accepted as a new scientific result 
at the time when it was published in a 
peer-reviewed scientific journal.

3.   The result is equal to or better than a 
result that was placed into a database or 
archive of results maintained by an inter-
nationally recognized panel of scientific 
experts.

4.  The result is publishable in its own right as 
a new scientific result, independent of the 
fact that the result was mechanically 
created.

5.   The result is equal to or better than the 
most recent human-created solution to a 
long-standing problem for which there has 
been a succession of increasingly better 
human-created solutions.

6.   The result is equal to or better than a 
result that was considered an achievement 
in its field at the time it was first 
discovered.

7.  The result solves a problem of indisputable 
difficulty in its field.

8.  The result holds its own or wins a 
regulated competition involving human 
contestants (in the form of either live 
human players or human-written 
computer programs).

Some of the similarities of these successes 
have been summarized by Koza [73] as follows:

•	 	Usually,	a	large	amount	of	computational	
power has to be invested in order to gain 
human-competitive results from GP runs.

•	 Most	times,	a	dedicated	representation	for	
the solution, known to be efficient by the 
specialist, has been applied to allow the full 
power of expression of solutions to be born 
on the problem.

•	 	The	GP	system	has	been	equipped	with	
dedicated growth or development operators 
such that the adaptation of complexity of a 
description can be achieved smoothly.
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Due to the ability of the human mind to quickly 
grasp the recipes of a problem’s solution that an 
artificial system has applied, the question remains 
open whether solutions found by a GP system 
will remain qualitatively better than solutions 
discovered by humans over the long term. Per-
haps the best area to consider for this kind of 
attempt is mathematics. First results have been 
achieved that seem to indicate that, under very 
special circumstances, certain mathematical prob-
lems can be solved more efficiently using GP [98].

17.7 CONCLUSIONS

Implementation of GP will continue to ben-
efit in coming years from new approaches that 
include results from developmental biology and 
epigenetics. 

Application of GP will continue to broaden. 
Many applications focus on engineering appli-
cations. In this role, GP may contribute consid-
erably to creative solutions to long-held 
problems in the real world.

Since GP was first used around 1990, raw 
computational power has increased by roughly 
a factor of 40,000 following Moore’s law of dou-
bling of transistor density every 18 months. As 
Koza points out, although initially only toy 
problems were amenable to solution through 
GP, subsequent increases in computational 
power and methodological progress of GP have 
allowed new solutions to previously patented 
inventions as well as, more recently, completely 
new inventions that are by themselves patent-
able. A milestone in this regard was reached in 
2005 when the first patent was issued for an 
invention produced by a GP system [99].

The use of bioinspiration, notably through 
lessons from our understanding of natural evo-
lution, has led to some very substantial progress 
in the implementation of artificial systems that 
show human-level problem-solving abilities. 
Achieving artificial intelligence in computing 

machines is still far in the future; however, in 
restricted steps in that direction have been taken. 
It is the firm conviction of the author of this 
chapter that a major component of any future 
system that could truly lay claim to the property 
of intelligence will be bioinspiration.
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definition of, 191–192
interface of, 195–196
surface of, 195–197, 207–214

Biomedical materials, 258
Biomedical relevance, 208–209
Biomimetic surfaces, 206–207
Biomimetics, 60. See also specific related 

topics
solution-based techniques for, 

359–362
Biomimicry. See also specific related 

topics
with ALD, 405–411

future perspectives for, 416–422
introduction to, 399–404

with biomimetic textiles, 252–253
engineering and, 253–262

empathy and, 82
key principles of, 252–253
with Morpho blue, 286–288
robotics and, 81–82

Biomineralization, 68, 351, 404–405, 
418–422

Bionics, 253
Biopolymer nanocomposites (IBMCs), 

149, 151–152, 154
charge dynamics of, 156
energy harvesters from, 152
linear irreversible thermodynamics 

modeling for forces and fluxes 
and, 154–156

three-dimensional fabrication  
of, 149

Bioreplication, 359–372, 394
ALD and, 365, 395
colloidal particles and, 365, 367–368
double-templating and, 376–377
of photonic crystals, 372–379
sol-gel chemistry and, 365,  

369–372
of structural colors, 288–289, 366
of weevils, 375–376

Bioresorbable materials, 163
Bioscaffolds, 162–180, 362

bioactive molecule delivery  
with, 181

from electrospinning, 166, 174
from gas foaming, 168
from hydrogels, 166, 170
from inorganic ceramics/

composites, 166, 180
introduction to, 161–165
from native tissue, 166, 178–179
from salt leaching, 167–168
from self-assembly, 166, 177–178
from solid free form fabrication, 

166, 169–170
surface modification of, 180–181
from textile fiber bonding, 166, 

168–169
three-dimensional fabrication for, 

163–164, 166
requirements for, 164–165

from TIPS, 166
tissue regeneration, limitations of 

current practices in, 162–163
Biotemplating, 362–364, 367–368

CEFR and, 390
general infiltration and, 364–367
of opal, 369
sol-gel chemistry and, 371
solution-based technologies for, 

363–364
Birds, xx, xxii, 109–110, 278. See also 

specific species
navigation in large groups by, 

334–337
Reynolds number and, 116–117
structural colors of, 270–271, 

278–279
Bismuth oxychloride, 295
Black Widow, 108–109
Blainville’s beaked whales, xxii
Block-oriented models, 98–99
Blood factor XII, 212–214
Blood plasma coagulation, 205, 207, 

212, 214, 342–343
Blur spot,  5–7, 12, 19
BMP. See Bone morphogenic protein
Board games, 441
Bombotelia jocosatrix. See Mango moth
Bone, 60, 73–74, 162, 353
Bone morphogenic protein (BMP), 

176, 206
Bovine tissue, 178
Bragg filters, 274–275, 290, 293
Bragg phenomenon, 274–276,  

279–280, 284, 290
Bragg reflector, 388–389
Braided yarns, 249

Brazilian weevil. See Lamprocyphus 
augustus

Breaking plane, 345
Breeding, 436
Brick and mortar structure, 350–351
Bridges, self-sealing of, 344
Brittle fracture, 63
Bulk phase, surface energy and, 

193–194
Bullfrog, xxi
Burst coding, 42–43
Business, GP and, 441
Butterfly, 281, 288, 361–366, 375, 391. 

See also specific species
ALD and, 412–413
structural colors of, 268, 270–271, 

276, 281
Byssus thread, 261, 346–347

C
Ca2+, 141, 143
Caching algorithms, 440–441
CAD. See Computer-aided design; 

Coronary artery disease
Calcium carbonate, 68–69, 276, 351
Calcium-phosphorus bioscaffolds, 

179–180
Caltech Microbat, 120
Cambered airfoils, 116
Camera eye, 1–2, 19–21
Cantilever configuration, for IBMCs, 

151–152, 154
Capillary-Channeled Polymer  

(C-CP), 258
Carbodiimide (CDI), 178–179
Carbon fiber polymers, 59–60
Carbon nanotubes (CNTs), SWNTs, 

70, 73–74, 405–406
Carboxyl group, 204
Carboxylate, 275–276
Cardiac muscle, 140
Carding, 248
Cassie state, 414
Catabolism, 143
Catalase, 417–418
Catalysis, 410–411
Catheters, 191, 197–198, 201
Cathode disintegration, 387
Cayley, George, 116
CCD. See Charge-coupled device
C-CP. See Capillary-Channeled 

Polymer
CDI. See Carbodiimide
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CEFR. See 
Conformal-evaporated-film-by-
rotation

Cellulose fiber, 61–62, 254, 407–408
Central Intelligence Agency (CIA), 108
Centrifugation, 69, 73, 175
Charge dynamics, 156
Charge-coupled device (CCD), 3–4,  

7, 15
Chatoyancy, 272–273
Cheetah, xix
Chemical colors, 268
Chemical vapor deposition (CVD), 

392–394
ALD and, 394, 400–401
FIB-CVD, 287–288, 394
hazards of, 393–394
laser-assisted, 393
low-temperature, 394
PECVD, 306, 317–318, 393
plasma-assisted, 392
thermally activated, 393
types of, 392–393

Chemistry, GP and, 441
Chiral liquid crystals, 282–283
Chitin, 61, 147–148, 207–214, 248, 351, 

375–376
Chitosan, 146–149, 151–153,  

164–165
three-dimensional fabrication of, 

149–153
wound healing by, 147–148

Chromatic aberrations, 9–10
Chromatic aliasing, 16
Chrysiridia rhipheus. See Sunset moth
Chrysoberyl, 272
Chrysochroa fulgidissima. See Japanese 

jewel beetle
CIA. See Central Intelligence Agency
Cicada, 109
Cilia, 258–259
Circular aperture, 5, 12–14
Circular arc profile, 116
Circular Bragg phenomenon, 283, 290
Circular polarization, 289
Clap-fling mechanism, 117
Classical cosmetics, 295
Classifier system, GP and, 433
Climate science, 441
Close-packed ARCs, 312–313
Clothing, 247–248, 253
Clupea harengus. See Herring
CMOS, 15
CNTs. See Carbon nanotubes

Coagulation. See Blood plasma 
coagulation

Coaxial electrospinning, 175–176
Code bloat, 438–439
Cohesion rule, for birds navigation in 

large groups, 335
Collaborative effects, structural colors 

from, 281–282
Collagen, 61–62, 96, 164–165, 407
Collective decision making, 337–339

by ants, 337
by honeybees, 337–338

Colloidal particles, 286, 367–368
bioreplication of, 365, 367–368
biotemplating and, 367
self-assembly for, 308–312

Langmuir–Blodgett method for, 
312, 318–319

spin-coating technological 
platform for, 308

sol-gel chemistry and, 371
Colony optimization, 85
Colors in nature, 267–270
Columnar thin film (CTF), 388–389
Compasses, 224–229
Compliance, 84–85
Composite materials, 66
Compound eye, 1–18, 21–22, 222, 

229–230
Compound lens, 9–10
Compression algorithms, 440–441
Computed-torque control, 91
Computer vision, 440–441
Computer-aided design (CAD), 169
Concentration dynamics, 97
Conductive polymers (CP), 146
Conformal-evaporated-film-by-

rotation (CEFR), 288, 389–392
Connective tissue, 140, 144, 200
Contact activation, of blood plasma 

coagulation, 212
Continuous feedback quadratic 

cost-optimal control, 91
Contractibility, of muscle, 140
Contractile element, 144
Contrast transfer function (CTF), 

12–14
Controlled compliance, 85
Conventional bioscaffolds, 166–170
Converging lens, 3
Convolution, 12
Cornea, 19–21, 307
Coronary artery disease (CAD), 

162–163

Corrected optics, 10, 14–15
Correlation

distance, 335–336
in Σ∆ learning, 51–52
in neural coding, 43–44

Cosmetic-grade color additives, 295
Cosmetics, 295–297
Cotton fiber, 248, 254, 416
Coulomb dry friction, 66–67
Coulombic forces, 171–172
Coupled aeroelastic response, 128
Course, 240
Covalent cross-linking, 71
CP. See Conductive polymers
Cracks, 352–353, 365

aspect ratio and, 65
bridging, 63
deflection, 63
in staggered hard materials,  

63–64
Crayfish, 45–46
Cricket, 37–38, 45–46
Crista, 84
Crossover, 434, 438–439
Cruise speed, 110, 118
Crystalline cone, 21–22
Crystalline silicon, 313–319
CTF. See Columnar thin film; Contrast 

transfer function
Curie temperature, 83
Curved beams, 89–90
Cutoff frequency, 12, 14–16, 20–21
Cuvier’s beaked whales, xxii
CVD. See Chemical vapor  

deposition
Cyanea lamarcki. See Jellyfish
Cycloidal rotor, 125–128
Cyprinus carpio. See Koi fish
Cytoplasm, 279

D
Damage sensing, of bone, 60
Darcy permeability, 155
DARPA. See Defense Advanced 

Research Projects Agency
Data-mining, 441
DC. See Direct current
Decentralized control, 336, 353
Decoy, 397
Deep fascia, 140
Defense Advanced Research Projects 

Agency (DARPA), 108–109, 118, 
120–121
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Deformation
aeroelastic, xxii, 118
bending, 151
elastic wing, 128
freeze casting and, 69–70
sensors, 258–259
torsional, 127–128

DelFly, 120–121
Dendrite, 39
Depolarization, 97, 143
Depth of field (DOF), 7–8
Detector array, 15–17
DEZ. See Diethylzinc
Diabetes, 198
Diagnostic device, 190
Dichlorophenanthrolinegold chloride, 

149–150
Dielectric elastomer, 145
Diethylzinc (DEZ), 421–422
Differential natural selection, 432, 436
Differential-based model, for motion 

detection, 23
Diffraction, 5–6, 274–275, 281
Diffraction grating, 275, 279–281
Diffraction limit, 5–7
Diglycidyl ether of bisphenol-A 

(BGEBA), 66
Dimensionality reduction, 85–86
Dimeric species, 370
Dimethyl sulfoxide (DMSO), 149–150
Dirac delta function, 11
Direct current (DC), 91–92, 386

for flapping-wing microflyers, 120
Direct deposition, 69, 72–73
Disk loading, 125
Displacement versus voltage, 152
Diving, for animal Olympians, xxii
DMSO. See Dimethyl sulfoxide
DNA, 73, 405
DOF. See Depth of field
Double-templating, 376–377
Dow Corning, 200
Downwash, 126–127
Drag polar, 113–114, 116
Dragline silk, 260
Dragonfly, 108, 230–231

compound eyes of, 229–230
head of, 222–223
ocelli of, 222, 229–237
structural colors of, 272

Dry etching, 316–319
Dry-lay process, 251
Dye-sensitized solar cell (DSSC), 

406–407, 410–411

Dynamic interphase. See Interphase
Dynamic stall phenomenon, 117
Dynamic twist angle amplitude, 

129–131

E
EA. See Ethyl acetate
EAPs. See Electro-active polymers
Ears, 85–86
Eciton burchelli. See Army ants
ECM. See Extracellular matrix
EDC. See 1-ethyl-3-(3-

dimethylaminopropyl) 
carbodiimide

Edge detection, 441
EDX. See Energy-dispersive X-ray
Elastic transverse displacement, 93
Elastic wing deformations, 128
Elasticity

of muscles, 140
of spider silk, 260

Electrets, 145
Electric fish, 37–38, 48–49
Electrically small particles, 272–274
Electro-active polymers (EAPs),  

82, 85
history of, 145–146

Electrochemical deposition, 368–369
Electromyography (EMG), 96–97, 

100–101, 142–145
Electron beam evaporation, 384–385
Electron microscopy, 269, 271–272.  

See also Scanning electron 
microscope; Transmission 
electron microscopy

Electron microscopy-energy dispersive 
X-ray spectroscopy (TEM-EDX), 
418–420

Electronic systems, 17–18, 113
Electron-trapping effect, 386–387
Electrorestrictive materials, 83
Electrorheological fluids, 82
Electrospinning, 173, 175–176, 258

bioscaffolds from, 166, 171–176
for blend and composite nanofibers, 

174–175
with centrifugation, 175

Elementary motion detectors  
(EMDs), 30

Elephant seal, xxii
Elytron. See Lamprocyphus augustus
EMDs. See Elementary motion 

detectors
Emerald ash borer, 397

Emerald swallowtail butterfly, 283
Emergent structures, 333–334, 339
EMG. See Electromyography
Empathy, 82
End plate potential (EPP), 143
Endomysium, 140
Endothelium, 342
Endurance, of MAVs, 118–119
Energy harvester, 146, 152
Energy-dispersive X-ray (EDX), 413
Engineering, GP and, 441
Entertainment, GP and, 441
Enzyme mimetics, 416
Epimysium, 140
EPP. See End plate potential
EPSP. See Excitatory post-synaptic 

potential
Eptatretus polytrema. See Hagfish
Equine tissue, 178
Ethicon, 201
Ethoxylated trimethylolpropane 

triacrylate (ETPTA), 308,  
311, 320

Ethyl acetate (EA), 258
1-ethyl-3-(3-dimethylaminopropyl) 

carbodiimide (EDC),  
178–179

ETPTA. See Ethoxylated 
trimethylolpropane triacrylate

Euler-Lagrange equations, 92–93
European black garden ant, 341
Evolution

GP and, 440
robotic motion control and, 91
sensors and, 85

Evolutionary algorithm,  
430–432, 436

Evolutionary computing. See also 
Genetic algorithms; Genetic 
programming

history and variants of, 431
Evolutionary programming, 432
Evolutionary strategies, 432
Evolvability, robustness and, 439
Excitability, of muscle, 140
Excitatory post-synaptic potential 

(EPSP), 41–42
Expression tree, 434–436
Extensibility, of muscle, 140
Extensors, 85
Extracellular matrix (ECM), 163, 

165–167, 170, 177–180, 258
Eyes, 2–18, 85–86. See also specific types
Eye-shine, 230–231
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F
Fabric, 255–256, 293, 407–408
Far-field acoustic model, 49–51
Fascia, contractile elements in, 144
Fast twitch fiber, 97–98
FDM. See Fused deposition method
Feathers. See Birds
Feature extraction, 85–86
Felts, 248
Ferroelectric relaxer polymers, 145
Ferro-gels, 145
FGF. See Fibroblast growth factor
FIB-CVD. See Focused 

ion-beam-chemical-vapor-
deposition

Fibers, 166, 168–169, 248–249, 253–255. 
See also specific types

ALD and, 407
nonwoven fabrics and, 251
with structural colors, 292–294

Fibrils, 144
Fibrin, 342
Fibroblast growth factor (FGF), 176
Fibronectin, 163
Field of view (FOV), 8–9, 230–231

angular, 8–9
Field-programmable gate array 

(FPGA), 55–56
Filiform hairs, 258–259
Filters

Bragg, 274–275, 290, 293
evolution of, 441
KF, 92, 98–99, 113 (See also 

Unscented Kalman filter)
UKF, 92–94, 99–101

Finance, GP and, 441
Fire ants, 341
Fish, 270–271, 279, 334, 336. See also 

specific species
Fitness measure, GP and, 433–437
Fitness proportional selection, 436
Fixed-wing MAVs, 108–109, 118
Flagelliform silks, 260
Flapping cycle, 130–131
Flapping rotors, 122–125
Flapping wings, 119

coupled aeroelastic response of, 128
of insects, xxii
MAVs with, 121, 124
microflyers with, 120–121, 129
of natural flyers, 116–117
Reynolds number and, 119–120
rotary-wings and, 119–120

Flat tablets, 64–65
Flax, 254
Flea, xxi–xxii
Flexibility

CVD and, 393
in robotics, 91–92
with self-healing, 347
surface modification for 

biocompatibility and, 201
Flexors, 85
Flexure hinges, in microflyers, 112
Flight control. See Optical sensors for 

flight control
Flip mechanism, 117
Flock coordination, 335–336
Flotor, 125
Fly eye. See Housefly
Fly on the wall, 108
F-number, 7
Focal length, 3, 13
Focal plane, 12
Focal plane array (FPA), 3–4, 15–16, 

18–19, 21
Focused ion-beam-chemical-vapor-

deposition (FIB-CVD),  
287–288, 394

Force density, of IBMCs, 153
Forearm, 86–87
Fourier optics, 11–18

aberrations and, 14–15
contrast transfer function and, 

12–14
detector arrays and, 15–17
electronic systems in, 17–18
photodetectors in, 15–17
PSF and, 11–12
spatial frequencies and, 4–5

Fourier transform, of self-assembly for 
colloidal particles, 308–309

FOV. See Field of view
Fovea, 20–21
Foveated vision, 2
FPA. See Focal plane array
FPGA. See Field-programmable gate 

array
Fracture toughness, 64–65
Frame grabber, 18
Fraunhofer approximation, 11–12
Freestream velocity, 124
Freeze casting, 69–70
Froghopper, xxii
Frontal zone, in crack faces, 63
Fruit fly, 117, 390
F-stop, 7

Full-state feedback control laws, 92
Functional materials, 359
Fused deposition method (FDM), 169
Fuzzy logic, 85
Fuzzy set, 91
Fuzzy system, 441

G
GA. See Genetic algorithms
GaAs, 319–320
GAGs. See Glycosaminoglycans
Gas discharge surface treatment, 

202–203
Gas foaming, 166, 168
GaSb, 319–320
Gaussian lens equation, 3
Gaussian spatial sampling, 16–17
Gecko, 257, 360–361
Gel casting, 69, 73
Gelatin, 164–165
Gel-based ionic polymer conductor 

composites, 147
General infiltration, 364–367, 377–378, 

418–421
Generalized model, of motion 

detection, 24
Generation procedures, 431–432
Genetic algorithms (GA), 91,  

431–432
GP and, 436–438
optimizing function and, 436–437
search spaces and, 437–438
sensors and, 85

Genetic programming (GP), 437–441
advances and state-of-art for, 

438–440
applications for, 440–442
bioinspiration for, 440
classifier system and, 433
code bloat in, 438–439
crossover in, 438–439
development and, 440
differential natural selection  

and, 436
fitness measure and, 433–434, 

436–437
GA and, 436–438
history, principles, and methods of, 

433–438
human-competitiveness and, 

442–443
mutation in, 434
pattern recognition in, 441
reproduction in, 434
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Genotype, 439
Glass, 68–69, 208, 273–274, 306
Global Positioning System (GPS), 

224–225, 241–243
Glucosamine, 148
Glucose sensor, 198
Glycine, 61, 260
Glycosaminoglycans (GAGs),  

178–179
Godwit, xx
Goodness, of MTF, 12–13
Goose, xxi
GP. See Genetic programming
GPS. See Global Positioning System
Grackles, 278–279
Gradient index (GRIN), 29–30
Graffiti, 341
Graphite, 66, 68–69
Great Flight Diagram, 110–111
Great saphenous vein, 162–163
Great white shark, xxii
Green weevil. See Lamprocyphus 

augustus
Green-sensitive sensors, 234–235
Griffith criterion, 65
GRIN. See Gradient index
Guanine, 279, 284, 295
Gyrocompasses, 224–225
Gyros, in microflyers, 113
Gyroscopes, 83–84, 133

H
H∞ control, 92–95
H2 control, 92–93
HA. See Hyaluronic acid; 

Hydroxyapatite
hADSC. See Human adipose-derived 

adult stem cells
Hageman factor. See Blood factor XII
Hagfish, 260–261
Hair fibers, 248
Hairtail, 279
Hamilton-Jacobi-Bellman equation, 

91–92
Hard materials, 65, 69, 70, 73

from centrifugation, 69, 73
design guidelines for, 61–66
from direct deposition, 72–73
fabrication of, 66–67
from LBL, 70–72
in macro-scale, 66–67
at micro-scale, 67–74
at nano-scale, 67–74
from shearing, 69, 73

size effects for, 65–66
staggered arrangement for, 61–66
stiffness of, 62–63
strength of, 63
template-assisted fabrication for, 

73–74
toughness of, 63–64

Hawkmoth, 117, 119–120
Healthcare pyramid, 189–191, 198
Heart valves, 178, 191
Hebbian rule, 48–49
Heddle, 256
Height, optical sensors for flight 

control and, 239–240
Hemianax papuensis. See Dragonfly
Hemostasis, 342
Hemp, 254
Heparin, 181, 207
Herring, 279
Hexamethylene diisocyanate (HMDI), 

178–179
High jump, for animal Olympians, 

xxi–xxii
High-altitude training, for animal 

Olympians, xxi
Hill-type function, 97–98
Hinges, in microflyers, 112
HMDI. See Hexamethylene 

diisocyanate
Hollow replicas, 364
Honeybees, 26–27, 337–338
Horseshoe crab, 26
Host, biocompatibility and, 191
Housefly, 2, 21, 26–29, 412–414
Hovering, by MAVs, 118–120
Human adipose-derived adult stem 

cells (hADSC), 416
Human limbs

movement of, 86
prosthesis and orthotics for, 95–101

tendon length dynamics 
modeling for, 98

rotation of, UKF and, 100–101
three-link serial manipulator for, 

92–93
Human-competitiveness, 442–443
Hummingbird, xx, 109, 120–121, 

270–271
Hyaluronan, 164–165
Hyaluronic acid (HA), 179
Hybrid 3D bioscaffolds, 163–164
Hybrid materials, 59–60, 69–70, 165, 

362, 402–403
Hydrocephalus, 151

Hydrochloric acid, 149–150
Hydrogel, 166, 170
Hydrogen bond, 72, 195–196, 204–205
Hydrophilicity, 196–197, 202–204, 208, 

360, 367
biological response to, 203

Hydrophobicity, 196–197, 202–203, 
360, 414

Hydroxyapatite (HA), 68–69, 73–74, 
164, 180, 415–416

Hydroxyl group, 204
Hyperacuity. See Motion hyperacuity
Hyperfocal distance, 8
Hypolimnas anomala, 281
Hysteresis, 83, 101, 117
H-zone, 141–142

I
IAAF. See International Association of 

Athletics Federation
IBAD. See Ion-beam-assisted 

deposition
IBMCs. See Biopolymer 

nanocomposites
Ice-templating, 351–352
If-then-rule, 433
Image distance, 3–5
Image sampling, 16
Imaging

nacreous pigments in, 297
vision sensors and, 2–18

Impedance, 96
Implants, 191
Inclinometers, 83–84
Inclusions, in hard materials, 65
Indian peafowl, 270–271
Indium tin oxide (ITO), 307
Infiltration. See General infiltration
Infinite Color, 296–297
Inhibitory coupling, 47
Inhibitory post-synaptic potential 

(IPSP), 41–42
Injectable bioscaffolds, 163–164, 166
Ink-jet deposition, 73
Inkjet printing, of Bragg Filters, 293
Inner ear, 83–84
Inorganic ceramics/composites,  

166, 180
Insects. See also specific species

brains of, 2
clap-fling mechanism in, 117
compound eyes of, 2, 222
eyes of, 2, 21–22
lift coefficient for, 117
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microflyers and, 109–110
Reynolds number and, 116–117
robotics and, 336
sky polarization and, 224
structural colors of, 270–271
vision of, 221–222

structure of world with, 223–224
wing flapping of, xxii

Instantaneous spiking-rate, 42
Integrate-and-fire model, for noise-

shaping, 46–47
Interaction distance, 335–336
Inter-aural time difference (ITD), 49
Interest point detection, 441
Interfaces

of biomaterials, 195–196
freeze casting and, 69–70
LBL and, 71
in natural composites, 60–61, 66

strain hardening at, 64–65
Interference

multilayers and, 270–271
structural colors and, 276, 278

International Association of Athletics 
Federation (IAAF), xx

Interommatidial angle, 21–22
Interphase, of surface, 196–199
Interpretability, of biomaterial 

surfaces, 208–209
Intestine, 178
Inverse Fourier transform, 13–14
Ion transport, 147
Ion-beam-assisted deposition  

(IBAD), 388
Ion-containing macromolecular 

networks, 150
Ionic polyelectrolytes, 147
Ionic polymer gels (IPG), 145
Ionic polymer-metal composites 

(IPMCs), 146–149, 154–156
IPG. See Ionic polymer gels
IPMCs. See Ionic polymer-metal 

composites
IPSP. See Inhibitory post-synaptic 

potential
Iris, 19–20
Isometric contraction, 142
ITD. See Inter-aural time difference
ITO. See Indium tin oxide

J
Japanese jewel beetle, 275–276
Jellyfish, 272
Jet elongation, 171–172

Joints, 86–87
Joule effect, 384

K
Kalman filter (KF), 92, 98–99, 113. See 

also Unscented Kalman filter
Keratin, 278–279
KF. See Kalman filter
Kingfisher, xxii
Knitted yarns, 249
Knoller–Betz effect, 124
KOH. See Potassium hydroxide
Koi fish, 279, 284
Kutta condition, 115–116

L
Labradorite, 277
Lagrangian formulation, 92–93
Lamina, 27–28
Laminated composite material, 66
Laminin, 163
Lamprocyphus augustus, 270, 283, 

372–373, 375
Lamprolenis nitida, 281
Langmuir–Blodgett method, 289, 312, 

318–319
Large construction coordination, 

339–341
Laser ablation. See Pulsed laser 

deposition
Laser-assisted CVD, 393
Lasers, 306
Lasius niger. See European black 

garden ant
Lateral inhibition, 26, 40–41, 51–52
Latex spheres, 284–286
Layer by layer assembly (LBL), 69–73, 

289, 293
LCE. See Liquid crystal elastomer
L/D. See Lift to drag ratio
LDA. See Linear discriminate analysis
Lead zirconate titanate (PZT), 83, 89
Lead-magnesiumniobate (PbMgN), 83
Learning, 85

GP and, 440
machine, 430, 433
in noise-exploitation in 

neuromorphic sensors, 48–49
robotic motion control and, 91

LED. See Light emitting diode
Lepidopus caudatus. See Ribbonfish
Leptothorax tuberointerruptus. See Ants
Lewis acid/base functionalities, 204

Liana, 344
Libellula pulchella. See Dragonfly
Lift

dynamic twist angle amplitude  
and, 129–131

flapping cycle and, 130–131
rotational, 118

Lift coefficient, 116–117
Lift to drag ratio (L/D), 118
Light adaptation, motion detection 

and, 26
Light emitting diode (LED), 179
Limulus polyphemus. See Horseshoe 

crab
Line pairs per millimeter (lp/mm), 14
Linear discriminate analysis (LDA), 

85–86
Linear irreversible thermodynamics 

modeling for forces and fluxes, 
154–156

Linear stress-strain relations, 93
Linen, 254
Linkages, in microflyers, 112
LiPoly batteries, 112–113
Liquid crystal elastomer (LCE), 145
LISP, 433–434
Littering, 341
Lizards, 334, 345–346
Load cells, 153
Load transfer, 64–65, 70–71
Localization. See Neuromorphic 

acoustic source localizer
Lockheed Martin, 108–109,  

121–122
Locusts, 222
Log transform-subtraction-

multiplication cellular-based 
algorithm, 26

Long jump, for animal Olympians, 
xxi–xxii

Long-distance events, for animal 
Olympians, xix–xxi

Longhorn beetle, 276, 278
Long-term depression (LTD), 48
Long-term potentiation (LTP), 48
Looms, 250, 255–256
L’ORÉAL Art & Science of Color 

Prizes, 272
Los Alamos National Laboratory, 108
Lotus leaf, 359–360
Low-temperature co-fired ceramics 

(LTCC), 30
Low-temperature CVD, 394
lp/mm. See Line pairs per millimeter
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LTCC. See Low-temperature co-fired 
ceramics

LTD. See Long-term depression
LTP. See Long-term potentiation
LuMAV, 108–109
Lyapunov functions, 92

M
Machine learning, 430, 433
Macro Defect-Free cement (MDF-

cement), 352–353
Macromolecular networks, 150
Macromolecules, 70
Magnetically activated polymers, 145
Magnetometers, 133, 224
Magnetorestrictive materials, 83
Magnetorheological fluids, 82
Mammals

eyes of, 1–2
foveated vision and, 2
spatial acuity and, 2

muscles of, 139–141
Maneuverability, with cycloidal  

rotors, 128
Mango moth, 269
Mass

cycloidal rotors and, 127–128
of MAVs, 118–119
of samara type microflyers, 122

MATLAB, 18, 99–100
MAVS. See Multi-Aperture Vision 

System
MAV. See Micro air vehicle
Maxwell equations, 270
MBE. See Molecular beam epitaxy
MC 3T3-E1, 415–416
MDD. See Melt dissolution deposition
MDF-cement. See Macro Defect-Free 

cement
Mechanical samara. See Samaras
Mechanoelectric effect, 154–155
Medical mediocrity, 200–201
Melanin, 278–279
Melt blowing, 251
Melt dissolution deposition  

(MDD), 169
Melt electrospinning, 176
Membrane potential, 44–45
Memory, in acoustic sensors, 84
MEMS. See Micro electro-mechanical 

systems
Mesenchymal stem cell (MSC),  

165, 180
Mesothemis simplicicollis. See Dragonfly

Metal alkoxides, 369
Metal infiltration, 368–369
Mettler load cells, 153
MFI. See Micromechanical Flying 

Insect
Mica, 68–69, 296
Micro air vehicle (MAV), 107–108, 

118–120
design requirements for, 108–109
endurance of, 118–119
fixed-wing, 108–109, 118

L/D for, 118
Micro electro-mechanical systems 

(MEMS), 113, 258–259
Microairship, 108
Micro-candles, 316–317
Microflyers, 112–113, 125–128

aerodynamics of, 113–116
airframes for, 118–128
design space for, 110–111
electronic systems in, 

miniaturization of, 113
energy storage for, 112–113
flapping rotors for, 122–125
with flapping wings, 120–121, 129
future challenges for, xxiii
introduction to, 107–110
magnetometers in, 133
mechanical assemblies for, 111–112
modeling for, 128–131
navigation in large groups and, 

336–337
physical challenges at small scale 

for, 111–116
samaras, 121–122
seeds and, 121–122
sensors for, xxii–xxiii, 113
stiffness with, 111–112
surveillance by, 109–110

Micromechanical Flying Insect  
(MFI), 121

MicroStar, by Lockheed Martin, 
108–109

Middle-distance events, for animal 
Olympians, xix–xxi

Mie scattering, 273
Milieu, 195–196
Mineralization. See Biomineralization
Mitochondria, 141
Mixture theory, 153–154
MLD. See Molecular layer deposition
Mode-I fracture toughness, 64–65
Model predictive control, 91–92
Modeling, in GP, 441

Modulation transfer function (MTF), 
12–17

Molecular beam epitaxy (MBE), 
395–396

Molecular layer deposition (MLD), 
402–403

Mollusk shells, 60–61, 350
Monarch butterfly, xx
Monochromatic aberrations, 9–10
Monochrome aliasing, 16
Monolayers, 71–72
Montmorillonite (MTM), 68–69

PVA and, nacre from, 71
Morphing. See Shape and morphing 

control, of airfoil
Morpho, 268, 272, 281–287,  

291–292, 385
alumina and, 366
bioinspiration with, 286–288
biomimicry with, 286–288
sensors and, 297

Morphotex, 257
Mother of pearl. See Nacre
Moth-eye ARCs, 320–323

bioinspiration for, 307–308
from crystalline silicon, 313–319
from sc-SI

dry etching for, 316–319
wet etching for, 314–315

from sc-Si
dry etching for, 316–319
wet etching for, 314–315

on semiconductor wafers,  
312–320

sol-gel chemistry for, 323–324
transparent, 320–324

Moths, 276–278
Motion control, 90–92, 341
Motion detection, 23–27
Motion hyperacuity, 22, 28–29, 31–32
Motor neurons, 140–142
Motor unit action potential (m.u.a.p.), 

142–143
Motor units, 144–145
MSCs. See Mesenchymal stem cells
MTF. See Modulation transfer function
MTM. See Montmorillonite
MU. See Motor units
m.u.a.p. See Motor unit action 

potential
Multi-Aperture Vision System 

(MAVS), 29–30
Multicrystalline silicone moth-eye 

ARCs, 318–319
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Multilayers
Formation of, 350–353, 394
interference and, 270–271
thin film and, 269

Multilink serial manipulator 
modeling, 92

Multiple-lens optical systems, 10
Murmuration, 334–335
Musca domestica. See Housefly
Muscle, 84–85, 144, 258

activation dynamics modeling  
of, 97

activation modeling, 95–96
contractibility of, 140
contraction of, 141–142
dynamic system parameter 

identification, 98–101
elasticity of, 140
excitability of, 140
extensibility of, 140
fiber, 141, 144
of mammals, 139–141
moment generation modeling, 

97–98
stiffness of, 96
tendons and, 96
tone, 142

Muscular biopolymers, 139–149, 
153–157

Music, GP and, 441
Mussels, 261–262, 346
Mutation, 431–432, 434
Myofibrils, 141–142
Myology, 139–140
Myosin, 141–142
Mytilus spp. See Mussels

N
NA. See Numerical aperture
Nacre, 61, 350, 352–353

art applications for, 291
biomineralization of, 351
crack propagation in, 63
from freeze casting, 70
hard material fabrication and, 66
from LBL, 70–71
multilayer formation of, 350
from PVA/MTM, 71
self-sealing with, 334
stress-strain behavior of, 61
structural colors of, 276
tablets in, 65
toughness of, 61, 63–64, 350, 352–353

Nacreous pigments, 268–270, 294–297
Nafion, 149–153, 156
Nano Air Vehicle (NAV), 109
Nano4Bio, 390–391
Nanoactuators, 146–147
Nanoclusters, 147
Nanofibers, 258–259
Nanofibrous bioscaffolds, 166, 170–178
Nanolithography, 307–308
Nanoparticles, 362, 365, 367–368, 371

ALD and, 417–418
LBL and, 70
template-assisted fabrication for, 73

Nanopillars, 317–319, 324–325
Nanoribbons, 406–407
Nanosensors, 146–147
Native tissue derived, 166, 178–179
Natural composites, interfaces in, 

60–61, 64–66
Natural fibers, 254–255
Natural polymers, 164–165, 169–170
Natural selection. See Differential 

natural selection
Nautilus shell, 276–277
NAV. See Nano Air Vehicle
Navier–Stokes equations, 113, 128–129
Navigation, 30. See also Optical 

sensors for flight control
in large groups, self-organization 

and, 334–337
motion detection and, 26–27
optical flow and, 23, 30, 237–242

GPS and, 243
polarization sensors for, 224–229, 

231–232
for UAVs, 230

Nearest-neighbor interactions,  
193–194

Needle electrode, 143
Negative replicas, 364, 376–377
Nephila calvipes, 259–260
Nernst equation, 97
Nernst–Planck equations, 153–154, 

156–157
Nerve fibers, 97
Neural coding, 41–44
Neural networks, 85, 91, 430
Neural superposition eye, 19, 21–22, 

27, 30–32
Neurobiological sensory system, 

39–44
Neuromorphic acoustic source 

localizer, 49–51, 54
Neuromorphic sensors, 48–56

Neuromuscular action potentials, 
96–97

Neurons, 39
action potential models of, 41–44
alpha motoneurons, 97
motor, 140–142
noise with, 44
noise-shaping and, 46

Neutral evolution, 439
Nissan, 292
Nitric acid, 149–150
NMR. See Nuclear magnetic resonance
Noise

with neurons, 44
in retina, 44
sensors and, 84

Noise-exploitation, 44–48
in neuromorphic sensors, 48–56
sarcoplasmic reticulum and, 44–46

Noise-shaping, 39, 46–48
Nonionic polymer gels, 145
Nonlinear elastic effects, 91–92
Nonlinear optimal control, 92, 95
Nonlinear strain-displacement 

equations, 93
Nonwoven fabrics, 251
Notonecta glauca. See Water beetle
NP. See Nernst–Planck equations
Nuclear magnetic resonance (NMR), 

147–148, 260, 418–420
Numerical aperture (NA), 7
Nylon, 251

O
OAD. See Oblique-angle deposition
Object detection, 441
Object distance, 3–5, 8–9
Oblique-angle deposition (OAD), 

388–389
Ocelli, 222, 229–237
Octadecyltrichlorosilane (ODTS), 408
Oligopeptides, 164
Oligosaccharide, 164
Olympians. See Animals
Omega load cells, 153
Ommatidia, 21–22, 28, 222–224
On-off controls, 91
Onsager formulation, 154–155
Opal, 279–280, 284, 369
Optic disk, 20
Optical flow, 23, 30

GPS and, 243
optical sensors for flight control 

and, 237–242
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Optical infinity, 3, 8–9
Optical sensing, 297
Optical sensors for flight control

course and, 240
flight test for, 237, 240–242
height and, 239–240
introduction to, 221–223
ocelli attitude reference for, 229–237
optical flow and, 237–242
signal processing for, 232–235
static test for, 235–237

Optical spectroscopy, 209
Optical transfer function (OTF), 12–15
Optics, 8–9, 376–378. See also 

Antireflection coatings; Fourier 
optics

aberrations in, 9–10
ALD and, 411–414
aperture and, 5–7
corrected, 10, 14–15
DOF and, 7–8
Fourier optics, 11–18
photonic crystals and, 376–379
recommended approach with, 18
reflection and, 10–11
refraction and, 10–11
TOMBO, 29–30
for vision sensors, 3–11

Optimizing function, GA and, 436–437
Organic fiber, 253–254
Ormia orchaecea. See Parasitoid fly
Ornicopter, 124
Orthopedic implants, 191
Orthotics. See Human limbs
Oscillatory pitching, 122
OTF. See Optical transfer function

P
Paddlefish, 37–38, 46
Pair correlation function (PCF), 

311–312
PAMPS. See Poly(2-acrylamido-2-

methyl-1-propane sulfonic) acid
PAN. See Polyacrylonitrile
Panoramic scanning device, 223
Papilio blumei, 412
Papilio palinurus. See Emerald 

swallowtail butterfly
Parasitoid fly, 37–38, 49–50, 53–54
Parrots, 273
Particle arrays, 284–287
Particle Image Velocimetry (PIV), 

127–128
Particle swarm optimization, 85
Passive, autorotative MAVs, 108, 125

Passive compliance, 85
Passive movement, 95–96
Path tracking motion control, 90–91
Pattern recognition, in GP, 441
Paua shell, 291
Pavo cristatus. See Indian peafowl
PbMgN. See Lead-magnesiumniobate
PC. See Polycarbonate
PCA. See Principal component 

analysis
PCF. See Pair correlation function
PDMS. See Poly(dimethylsiloxane)
Peacock. See Indian peafowl
Pearl, 276–277
PECVD. See Plasma-enhanced 

chemical vapor deposition
PEG. See Poly-ethylene glycol
Pellethane, 201
Peptides, 170, 177, 405–406
Peregrine falcon, xix
Perfluorinated sulfonic  

membranes, 147
Perfluoroionomers, 147
Perfluoropolyether (PFPE), 369
Pericardium, 178
Perimysium, 140
Periodic multilayered reflectors, 

276–279
Periodicity, with structural  

colors, 275
Perturbation equations, 93
PE. See Polyelectrolyte
PFPE. See Perfluoropolyether
PGA. See Polyglycolide
Phase pulse code, 43–44
Phase separation, LBL and, 71
Phased-based models, for motion 

detection, 24
Phenotype, 439
Phosphate group, 143–144
Photocatalytic efficiency, 407
Photodetector, 7, 10–11, 15–17
Photodiode amplifier, 225–226
Photonic band gap, 372–376, 378
Photonic crystals, 275–276, 372–376, 

378, 412
bioreplication of, 372–379
optics and, 376–379
structural colors from,  

282–283, 372
weevils and, 375–376

Photoreceptors, 20–21, 24–25, 27–28
Physarum polycephalum. See Slime 

molds

Physical colors. See Structural colors
Physical vapor deposition (PVD), 289, 

384–392
Physics, GP and, 441
Pierella luna, 281
Piezoelectric actuators, 83, 121, 124
Pigmental colors, 268, 372
PIV. See Particle Image Velocimetry
Pixels, 7, 29
PLA. See Poly-lactic acid
Plain weave, 250, 260
Plasma technology. See Gas discharge 

surface treatment
Plasma-assisted CVD, 392
Plasma-enhanced chemical vapor 

deposition (PECVD), 306, 
317–318, 393

Plasticity, in electric fish, 48
Platelet, 342
Platinum, 150, 416
Play of colors, 269, 279–280
PLD. See Pulsed laser deposition
PLGA. See Poly-lactide-co-glycolide
Plunging velocity, 124
PMMA. See Poly(methyl methacrylate)
Pneumatic muscle, 258
Point spread function (PSF), 11–16
Point tracking system, 29–30
Point-to-point motion control, 90–91
Poisson equation, 157
Poisson–Nernst–Planck equations, 

155–157
Poisson’s effect, 146
Poisson’s ratio, 60
Polarization

circular, 289
sensitivity, 222–224
sky, 224–229
STF and, 388

Polarization sensor, 224, 230
flight test with, 229
processing by, 225–229
stabilization with, 231–232

Poly(dimethylsiloxane) (PDMS), 320, 
323, 369

Poly(methyl methacrylate) (PMMA), 
66–70, 306–308, 351–352, 369

Poly(2-acrylamido-2-methyl-1-
propane sulfonic) acid 
(PAMPS), 146

Polyacrylonitrile (PAN), 145–146
Polyamide, 292
Polyampholytes, 147
Polyanhydrides, 164
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Polycarbonate (PC), 68–69, 306
Polychaeta, 411
Polyelectrolytes (PEs), 68–70
Polyesters, 251, 292
Poly-ethylene glycol (PEG), 170, 179
Polyethyleneimine, 293
Polyglycolide (PGA), 164
Polyimide, 112
Poly-lactic acid (PLA), 176
Poly-lactide-co-glycolide (PLGA), 174, 

180–181
Polymer by reduction/oxidation 

(REDOX), 147–150
Polymers, 59–60, 68–69. See also specific 

polymers or types
ALD and, 404–405
biodegradable, 164
fibers and, 254–255
moth-eye broadband ARCs and, 

320–323
in nature, 60–61
oxidation of, 208
piping, 176
platelets, from gel casting, 73
in samaras, 122
self-healing by, 343–344, 346–348
template-assisted fabrication for, 73
template-filtration of, 369
yarn and, 248–249

Polyodon spathula. See Paddlefish
Polyorthoesters, 164
Polypyrrole (pPy), 146, 258–259
Polystyrene, 202–203, 258, 275–276
Polystyrene-β-(ethylene-co-butylene)-

β-styrene (SEBS), 258
Polytetrafluoroethylene (PTFE, 

Teflon), 147
Polyurethane, 201, 344
Polyvinylalcohol (PVA), 68–69, 73, 170

MTM and, nacre from, 71
Polyvinylidene fluoride (PVDF), 83
Polyvinylidene fluoride-Tri 

Fluorethylene (PVDF-TrFE), 145
Polyvinylpyrrolidone (PVP), 150
Population, 431–434, 440
Population rate, 42–43
Porcine tissue, 178
Porogen, 166–168
Porosity

in bioscaffolds, 165
STF and, 388

Position control, of three-link serial 
manipulator, 93–95

Positive replica, 364

Potassium, 39–40
Potassium hydroxide (KOH), 306
Power stroke, 141–142
pPy. See Polypyrrole
Pre-synaptic neurons, 41–42
Principal component analysis (PCA), 

85–86
Procambarus clarkii. See Crayfish
Process zone, in crack faces, 63
Progressive sliding, 64–65
Pronghorn antelope, xix–xx
Propulsive efficiency curve, 129–130
Prostatectomy, 84
Prosthesis. See Human limbs
Protective equipment, 257–258
Protein, 195–196

adsorption of, 196
adsorption mapping for, 212–214
Williams’ four components of 

biocompatibility and, 197–198
biological milieu and, 196
concentration, within surface 

interphase, 196
vicinal water chemistry and, 

195–196
Proteome, 195
Protista, 348
PSF. See Point spread function
Pterosaur model, 129
PTFE. See Polytetrafluoroethylene
Pudas, 30
Pull-out fracture, 63
Pulsed laser deposition (PLD), 

387–388
Pupil, 19–20
PVA. See Polyvinylalcohol
PVD. See Physical vapor deposition
PVDF. See Polyvinylidene fluoride
PVDF-TrFE. See Polyvinylidene 

fluoride-Tri Fluorethylene
PVP. See Polyvinylpyrrolidone
Pyruvic acid, 143–144
PZT. See Lead zirconate titanate

Q
Quantum dot, 273–274
Quarter-wavelength ARC, 305–306

R
Radio frequency (RF), 386
RAND Corporation, 108
Random number generators, 440–441
Ranking selection, 436

Rate-based encoding, 42–43
Rayleigh Atmosphere model, 224
Rayleigh criterion, 5–7
Rayleigh scattering, 224, 272–274
RCWA. See Rigorous coupled wave 

approach
Reactive ion etching (RIE), 306, 

316–317
Reactive sputtering, 387
Receptive field, 39
Recognition-of-the-fittest effect, 207
Recruitment, of motor units, 144–145
Red kangaroo, xxi
REDOX. See Polymer by reduction/ 

oxidation
Reduced eye model, 20
Reflection, 10–11

photodetectors and, 10–11
Reflection high-energy electron 

diffraction (RHEED), 395–396
Refraction, 10–11, 19
Refractive cornea eye. See Camera eye
Refractive index, 9–10, 279, 305–306, 

372, 375–376
Refractory period, with action 

potential, 39–40
Region-based matching models, for 

motion detection, 23
Regularization operator, 51–52
Removal bias, 438–439
Representative volume element (RVE), 

62–63
Reproduction, in GP, 434
Resampling, in Fourier electronic 

systems, 18
Resilin, xxii
Resolution, 20–21, 29
Responsive material, 258–259
Retina, 19–20, 44
Reynolds number, 113–116

bird wings and, 116
birds and, 116–117
cycloidal rotors and, 125
drag polars and, 116
flapping-wings and, 119–120
hovering MAVs and, 120
insects and, 116–117
lift coefficient and, 116
Navier–Stokes equations and, 128–129

RF. See Radio frequency
Rhabdom, 21–22, 26
RHEED. See Reflection high-energy 

electron diffraction
Rhinoceros beetle, xxiii
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Ribbonfish, 279
Riccati equations, 93–94
RIE. See Reactive ion etching
Rigid-link actuators, 87
Rigorous coupled wave approach 

(RCWA), 314–317
Robotics, 91–92, 336, 341

actuators for, 83–85
anthropomorphic manipulators, 

modeling and control of, 86–87
biomimicry and, 81–82
engineering applications for, 90–95
human limb prosthesis and 

orthotics, muscle activation 
modeling for, 95–96

motion control for, 90–92
sensors for, 83–85
signal processing and, 85–86
smart materials for, 82–83
smart structures for, 82–83
technologies for, 82–90

Robustness, evolvability and, 439
Rotary-wing, 108, 119–120
Rotational lift, 118
Roulette-wheel selection, 436
Ruby-throated hummingbird, xx
Ruppell’s griffon, xxi
RVE. See Representative volume 

element

S
S layer, 408
Saccule, in inner ear, 83–84
Sacrificial layer, in LBL, 70
Salt leaching, bioscaffolds from,  

166–168
Samara, 121–122
Sampling theorem, 3–4
SAMs. See Self-assembled monolayers
Sapphire, 276
Sarcolemma, 141
Sarcomere, 144
Sarcoplasmic reticulum (SR), 141, 143
SBF. See Simulated body fluid
Scaffold. See Bioscaffold
Scale-free correlation, 335–336
Scanning electron microscope (SEM)

ALD and, 401
of biotemplating, 367–368
of butterflies, 413
CEFR and, 391
of fruit fly, 390
of Morpho, 366
of moth-eye ARCs, 315, 319, 323

of photonic crystals, 376, 378
of self-assembly for colloidal 

particles, 308–312
Scarab beetle, 283
Scotch yoke mechanism, 123
sc-Si. See Single-crystalline silicon
Sculptured thin film (STF),  

287, 289–290, 388
Seals, xxii
Search space, 437–439
SEBS. See 

Polystyrene-β-(ethylene-co-
butylene)-β-styrene

Secondary Harmonic Generation 
(SHG), 209

Sedimentation, hard materials from, 
69, 73

Seed shrimps, 281
Seeds, microflyers and, 121–122
Selection principle, 431–432
Self-amputation, 345–346
Self-assembled monolayers (SAMs), 

203–205
Self-assembly, 362

bioscaffolds from, 166, 177–178
for colloidal particles, 308–312

Langmuir–Blodgett method  
for, 312, 318–319

spin-coating technological 
platform for, 308

of latex spheres, 286
Morpho blue and, 286–287
for moth-eye ARCs, 307–308
of photonic crystals, 373–375

Self-cleaning, 258, 321, 324–325, 
359–360

Self-healing, 346–348
of bone, 60
introduction to, 333–334
by mussels, 346
by polymers, 343–344, 346–348

Self-organization, 333–334
adaptive growth and, 348–350
collective decision making and, 

337–339
introduction to, 333–334
large construction coordination  

and, 339–341
multilayer formation and, 350–353
navigation in large groups and, 

334–337
swarm intelligence and, 341–342

Self-repair, 60, 82–83
Self-sealing, 334, 342–346

SEM. See Scanning electron 
microscope

Semicircular canal, 84
Semiconductor, 367
Semi-passive compliance, 85
Sensitivity

of biomaterial surfaces, 208–209
polarization, 223–224
IBMCs and, 152
from IPMCs, modeling of, 154–156
IPMCs from, 146
for microflyers, xxii–xxiii, 113
Morpho and, 297
noise and, 84
for robotics, 83–85

Separation rule, for birds navigation 
in large groups, 335

SFG. See Sum Frequency Generation
Shape and morphing control, of 

airfoil, 87–90
Shape-memory polymer (SMP), 146
Shape-memory alloy (SMA), 82, 85, 

89, 146
Shear rate, 257–258
Shear strength, 63–64
Shear stress, 63, 89
Shearing, 69, 73
SHG. See Secondary Harmonic 

Generation
Shiseido, 296–297
Short-term depression (STD), 48
Short-term potentiation (STP), 48
Shutter speed, 7
Shuttle loom, 250, 255–256
Side force, 127–128
Signal-to-noise ratio (SNR), 39, 42–46
Signum, 51–52
Silanes, 208
Silicon carbide, 66, 68–69
Silicon nitride, 306
Silicone breast implants, 200
Silk, 164–165, 254. See also Spider silk
Simulated body fluid (SBF), 175
Sinc function, 15–16
Single-crystalline silicon (sc-Si), 312

moth-eye ARCs of
dry etching for, 316–319
wet etching for, 314–315

Single-walled carbon nanotubes 
(SWNTs), 73–74, 406

Sinusoidal pattern, 12, 45, 227
SIS. See Small intestine submucosa
Size principle, for motor units, 

144–145



462 INDEX 

Skeletal muscle, 140–141
Sky polarization, 224–229
Slime mold, 334, 348–349
Slime thread, from hagfish, 260–261
Slow tonic fibers, 97–98
Small intestine submucosa (SIS), 178
Smart material, 82–83
Smart structures, for robotics, 82–83
SMA. See Shape-memory alloy
Smooth muscle, 140
SMP. See Shape-memory polymer
Snell’s law, 10
SNR. See Signal-to-noise ratio
Social insects. See specific insect types 

and species; specific species
SOD. See Superoxide dismutase
Sodium, 39–40
Sodium chloride, 368
Sodium hydroxide, 149–150
Sodium sulfite, 149–150
Sodium tripolyphosphate, 149–150
Soft chemistry, 362
Soft wrap, 65–66
Software engineering, 440–441
Soil science, 441
Solar cells, 306, 406–407, 410–411
Solenopsis invicta. See Fire ants
Sol-gel chemistry, 307, 362, 370–371

bioreplication and, 365, 369–372
biotemplating and, 367, 371
for moth-eye ARCs, 323–324
optics and, 376

Solid free form fabrication, 
bioscaffolds from, 166,  
169–170

Solid replicas, 364
Solution-based techniques

for biomimetics, introduction  
to, 359–362

for bioreplication, 366–369
introduction to, 359–362

Solution-based technologies, for 
biotemplating, 363–364

Solvent transport, with IBMCs, 
154–155

Sorting algorithms, 440–441
Spanning tree, 348–349
Sparrow criterion, 5–7
Spatial acuity, 2, 22
Spatial frequency, 4–5, 11–13, 16
Spatial sampling, 3–4, 7, 16–17

frequency, 16
Special bioscaffolds, 166, 178–180
Sperm whales, xxii

Spherical aberrations, 9–10
Spider silk, 61–62, 259–260,  

419–421
Spiders, self-sealing by, 334
Spike. See Action potential
Spike time dependency plasticity 

(STDP), 48
Spike-train, 42
Spin-coating technological platform, 

308–311
Spinning wheel, 248
Sprints, for animal Olympians, xix–xxi
Spun bonding, 251
Sputtering, 385–387
SR. See Sarcoplasmic reticulum; 

Stochastic resonance
Stabilization, with polarization 

sensors, 231–232
Staggered arrangement, for hard 

materials, 61–62
aspect ratio and, 65
cracks in, 63–64
size effects for, 65–66
toughness of, 64

Starlings, 334–336
STD. See Short-term depression
STDP. See Spike time dependency 

plasticity
Steady-state aerodynamics, 117
Stem cells, 165, 180, 416
STF. See Sculptured thin film
Stiffness, 59

charts for, 60
of graphite, 66
of hard materials, 62–63
with microflyers, 111–112
of mollusk shell and bone, 60
of muscles, 96
of semi-passive actuators, 85

Stigmergy, 339–341
Stimulator rate, of motor units, 144
Stimulus-response, smart structures 

and, 82–83
Stochastic resonance (SR), 39, 44–46
STP. See Short-term potentiation
Strain hardening, 64–65
Strap down system, 239
Strehl ratio, 14–15
Strength

aspect ratio and, 63
of biomimetic textiles, 259–262
of graphite, 66
of hard materials, 63
of nacre, 352–353

with self-healing, 347
surface modification for 

biocompatibility and, 201
Stress intensity factor, 65–66
Stress-strain behavior, 61, 66–67, 69–70
Strouhal number, 118
Structural colors, 361–362

art and industry applications for, 
291–297

attempts to mimic, 283–291
bioreplication of, 288–289, 366
Bragg phenomenon and, 274–276
of butterflies, 268
characteristics of, 269
from collaborative effects, 281–282
colors in nature and, 267–270
cosmetic-grade color additives  

with, 295
in cosmetics, 295–297
from diffraction, 274–275
from diffraction gratings, 279–281
environmentally responsive, 

290–291
examples of, 363
fabric with, 293
fibers with, 292–294
industrial applications for, 291–294
interference and, 276, 278
nacreous pigments and,  

268–270, 294
from natural photonic structures, 

276–283
from particle arrays, 284–286
from periodic multilayered 

reflectors, 276–279
periodicity with, 275
from photonic crystals, 282–283, 372
physical mechanisms for, 272–276
production of, 269
refractive index of, 372
research history for, 270–272
from scattering from electrically 

small particles, 272–274
surfaces with, 292–294
textiles with, 293
from thin film, 289–290
from thin-film technologies, 289–290
wavelength of, 372

Structures, in GP, 438
Sturnus vulgaris. See Starlings
Subwavelength, 325
Sucrose, 368
Sum Frequency Generation (SFG), 209
Σ∆ learning, 51–56
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Sun, sky polarization and, 224–225
Sunset moth, 276–278
Superhydrophobicity, 324–325, 360
Superoxide dismutase (SOD), 417–418
Superposition eye, 19, 21–22
Supervisory programs, adaptation 

and, 431–432
Support vector machine (SVM), 85–86
Surface. See also Antireflection 

surfaces; Biomimetic surfaces
of biomaterials, 195–197

quantitative characterization  
of, 208–209

science lab for, 207–214
characteristic variability of, 208
dictionary definition of, 192
interphase of, 196–199
scientific definition of, 192
with structural colors, 292–294

Surface chemistry. See also Well-
defined surface chemistry

patterns and textures of, 205–206
Surface electrode, 143
Surface energy, 193–195

bulk phase and, 193–194
nearest-neighbor interactions  

with, 193–194
Surface modification for 

biocompatibility
biomimetic surface engineering 

and, 206–207
of bioscaffolds, 180–181
example of, 212–214
flexibility and, 201
healthcare pyramid and, 189–191
interpreting data with, 210–212
introduction to, 189–192
limitations of trial-and-error with, 

199–201
medical mediocrity and, 200–201
scope of, 192
strength and, 201
surface region and, 192–207
target of, 198–199
well defined surface chemistry  

and, 203–205
wettability and, 201–203

Surveillance, 108–110
Sustainability, 253
SVM. See Support vector machine
Swarm algorithm, 336
Swarm intelligence, 85, 341, 430

self-organization and, 341–342
Swarm-bot, 341

Swarming, by honeybees, 337–338
Swimming, for animal Olympians, 

xxii
SWNTs. See Single-walled carbon 

nanotubes
Synapses, 39, 41–42

in electric fish, 48–49
Synaptic weights, noise-shaping and, 

46, 48
Synchronization with environment,  

by smart structures, 82–83
Synchrony, in neural coding, 43–44
Synthetic fibers, 250–251
Synthetic polymers, 251

T
Tablet, 65–66

flat, 64–65
wavy, 64–68

Talc, 68–69
Taylor cone, 171–172
TCP. See Tricalcium phosphate
Technical materials, 258–259
Tecoflex, 201
Teeth, staggered arrangement in, 

61–62
Teflon. See Polytetrafluoroethylene
TEM. See Transmission electron 

microscopy
TEM-EDX. See Electron microscopy-

energy dispersive X-ray 
spectroscopy

Template chemistry, 206–207
Template-assisted fabrication, 73–74
Template-infiltration, 369
Tendons, 96, 98
Tensairity structure, 344
Tensile strength, of spider silk, 260
Tensile stress-strain curve, 66–67
TEOS. See Tetraethoxide
Termite mound, 339
Tetracalcium phosphate, 180
Tetraethoxide (TEOS), 369
Textile fiber bonding, 166
Textiles, 247–252

actuators and, 258
bioinspiration and, 256–257
biology and, 252
biomedical materials and, 258
biomimicry with, 252–253

engineering and, 253–262
fiber bonding, 168–169
responsive materials and, 258–259
self-cleaning materials and, 258

strength of, 259–262
with structural colors, 293
technical materials and, 258–259
toughness of, 259–262

Texture segmentation, 441
TFELs. See Thin-film 

electroluminescent displays
Theodorsen function, 118
Thermal imaging, 297
Thermal processing window, of ALD, 

401–402
Thermal/electron beam evaporation, 

384–385
Thermally activated CVD, 393
Thermally induced phase separation 

(TIPS), bioscaffolds from, 166, 
176–177

Thermetics, 201
Thin films

ALD and, 394–395, 414–415
ARCs and, 305–306
columnar thin film, 388–389
multilayers and, 269
PVD for, 384
STF, 287, 289–290, 388
structural colors from, 289–290

Thin Observation Module for Bound 
Optics (TOMBO), 29–30

Thin-film electroluminescent display 
(TFEL), 399–400

Three-dimensional fabrication
for bioscaffolds, 163–164, 166

requirements for, 164–165
of chitosan, 149–153
of IBMCs, 149
of Nafion, 149–153

Three-link serial manipulator, 92–95
Threshold modulation, MTF and, 12
Thrombophlebitis, 197–198
Thrust

dynamic twist angle amplitude and, 
129–131

flapping cycle and, 130–131
flapping rotors and, 124

Thrust vector, cycloidal rotors  
and, 126–127

Till date, 390
Time-optimal control, 91
Time-to-spike pulse code, 43–44
Tin oxide, 293
TIPS. See Thermally induced phase 

separation
Tissue derived scaffold, 166,  

178–179
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Tissue regeneration limitations, 
162–163

Tissue-culture, 201–203
Titania, 377–378
Titanium dioxide, 294–296, 405–406, 

408–409, 412
TMA. See Trimethylaluminum
Tmesisternus isabellae. See Longhorn 

beetle
Tobacco mosaic virus (TMV),  

408–411
TOMBO. See Thin Observation 

Module for Bound Optics
Top-hat function, 15–17
Torque, 89–91, 126–127
Torsional deformation, 127–128
Touch sensor, 84
Toughness, 59–60, 64–66

ALD and, 420–421
of biomimetic textiles, 259–262
of hard materials, 63–64
ice-templating and, 351–352
of mollusk shell and bone, 60
of nacre, 61, 63–64, 350, 352–353
of spider silk, 260
of staggered arrangement, 64

Tournament selection, 436
Transmission electron microscopy 

(TEM), 410, 417
Transparent moth-eye ARC,  

320–324
Transverse tubular system, 143
Trial-and-error development,  

199–201
Tricalcium phosphate (TCP),  

164, 180
Trichiurus lepturus. See Hairtail
Trifluoroacetic acid, 371
Trimethylaluminum (TMA),  

402, 419
Troponin-tropomyosin complex, 141
Turing, Alan, 431
Two-dimensional strip theory, 129
Two-point boundary value  

problem, 91
Tyndall blue, 272–273

U
UAV. See Unmanned aerial vehicle
UKF. See Unscented Kalman filter
Ukiyo-e (Japanese art form), 291
Ultraviolet light (UV), 234, 369
Unmanned aerial vehicle (UAV), 30, 

126, 221–222, 230, 336–337
Unscented Kalman filter (UKF),  

92–94, 99–101
Unscented transformation, 92
Unsteady aerodynamics, 110–111, 122, 

125–126, 129, 131
of animal flight, 116–118

Urania fulgens. See Urania swallowtail 
moth

Urania swallowtail moth,  
276–278

Utricle, 83–84
UV. See Ultraviolet light

V
van der Waals forces, 180,  

360–361
Vapor-deposition techniques

ALD, 288, 394–395, 399–404
bioreplication and, 365

CEFR, 389–392
butterflies and, 288

CVD, 392–394
IBAD, 388
introduction to, 383–384
MBE, 395–396
OAD, 388–389
PLD, 387–388
PVD, 384–392
sputtering, 385–387
thermal/electron beam  

evaporation, 384–385
thermal/electron-beam  

evaporation, 385
Velcro, 256–257
Vicinal water chemistry, 195–196, 

201–202
Vikings, 224–225
Viscoplastic energy dissipation, 63
Viscosity, 196, 257–258, 367–368
Visible wavelength, 19–20
Vision sensors

developments with, 29–32
housefly and, 27–29
image distance and, 3–5
imaging and eyes, 2–18
navigation in large groups  

and, 336
neural superposition eye and,  

30, 32
object distance and, 3–5
optics for, 3–11
visual processing of, 22–27

VLSI sensor, 30
Vortex lattice formation, xxii
Vortex stretching and aging, xxii

W
Wagner function, 118, 126–127
Wake capture, 118
Wake skewness, 127–128
Wake structure, in birds, 131
Wall building, by ants, 339–340
Wandering albatross, xx
Warp, 255–256
Water, 195

hydrogen bonds and, 195–196
in surface interphase, 196–197
vicinal chemistry of, 195–196
wettability of, 201–203

Water beetle, 223–224
Water flux, with IBMCs, 154–155
Wavelength, 19–20

chromatic aberrations and, 9–10
in far-field acoustic model, 49–51
monochromatic aberrations and, 

9–10
with photonic crystals, 275–276
Rayleigh scattering and, 273
of structural colors, 372
subwavelength, 325

Wavy tablet, 64–68
Weevil, 375–376
Weft, 255–256
Weightlifting, for animal Olympians, 

xxii–xxiii
Weiner-type, of block-oriented model, 

98–99
Well-defined surface chemistry, 

203–205
Wenzel state, 414
Wet etching, 306, 314–315
Wet-lay process, 251
Wettability

ALD and, 414
biological response to 

hydrophilicity and, 203
of blood factor XII, 212–214
gas discharge surface treatment 

and, 202–203
surface modification for 

biocompatibility and, 201–203
well-defined surface chemistry  

and, 204
Whale, xxii
Whooper swan, xxi
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Wikipedia, 340
Williams’ four components of 

biocompatibility, 197–198
Wing loading, 110
Wings. See also Flapping wings;  

specific flying animals
in microflyers, 111–112

Wood duck, 270
Wool fiber, 248, 254
Wound healing, by chitosan,  

147–148

Woven yarns, 249–250, 260
Wright brothers, 116

X
Xenogeneic, 162, 166, 178
X-ray diffraction, 260, 279, 418–420

Y
Yarn, 248, 255

braided, 249

knitted, 249
natural fibers for, 255
woven, 249–250, 260

Yarn-spinning machine, 248–249
Young’s modulus, 62, 65, 90

Z
Z-discs, 141–142
Zemax, 18
Z-line, 143–144
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